
University of Alabama at Birmingham University of Alabama at Birmingham 

UAB Digital Commons UAB Digital Commons 

All ETDs from UAB UAB Theses & Dissertations 

2020 

Elucidating The Role Of Hedgehog Signaling In Tumor Cell Elucidating The Role Of Hedgehog Signaling In Tumor Cell 

Response To Dna Damage And Microenvironmental Stress Response To Dna Damage And Microenvironmental Stress 

Tshering Dolma Lama-Sherpa 
University of Alabama at Birmingham 

Follow this and additional works at: https://digitalcommons.library.uab.edu/etd-collection 

 Part of the Medical Sciences Commons 

Recommended Citation Recommended Citation 
Lama-Sherpa, Tshering Dolma, "Elucidating The Role Of Hedgehog Signaling In Tumor Cell Response To 
Dna Damage And Microenvironmental Stress" (2020). All ETDs from UAB. 834. 
https://digitalcommons.library.uab.edu/etd-collection/834 

This content has been accepted for inclusion by an authorized administrator of the UAB Digital Commons, and is 
provided as a free open access item. All inquiries regarding this item or the UAB Digital Commons should be 
directed to the UAB Libraries Office of Scholarly Communication. 

https://digitalcommons.library.uab.edu/
https://digitalcommons.library.uab.edu/etd-collection
https://digitalcommons.library.uab.edu/etd
https://digitalcommons.library.uab.edu/etd-collection?utm_source=digitalcommons.library.uab.edu%2Fetd-collection%2F834&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/664?utm_source=digitalcommons.library.uab.edu%2Fetd-collection%2F834&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.library.uab.edu/etd-collection/834?utm_source=digitalcommons.library.uab.edu%2Fetd-collection%2F834&utm_medium=PDF&utm_campaign=PDFCoverPages
https://library.uab.edu/office-of-scholarly-communication/contact-osc


ELUCIDATING THE ROLE OF HEDGEHOG SIGNALING IN TUMOR CELL 

RESPONSE TO DNA DAMAGE AND MICROENVIRONMENTAL STRESS 

 

 

 

 

 

by 

 

TSHERING D LAMA-SHERPA 

 

LALITA A. SHEVDE-SAMANT, CHAIR 

DOUGLAS HURST 

RAJEEV SAMANT 

EDDY SHIH-HSIN YANG 

YANG YANG 

 

 

 

 

 

 

 

 

 

 

 

 

A DISSERTATION 

 

Submitted to the graduate faculty of The University of Alabama at Birmingham,  

in partial fulfillment of the requirements for the degree of  

Doctor of Philosophy 

 

BIRMINGHAM, ALABAMA 

 

2020 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Copyright by 

TSHERING D LAMA-SHERPA 

2020 



iii 

 

ELUCIDATING THE ROLE OF HEDGEHOG SIGNALING IN TUMOR CELL 

RESPONSE TO DNA DAMAGE AND MICROENVIRONMENTAL STRESS 

 

TSHERING D LAMA-SHERPA 

GRADUATE BIOMEDICAL SCIENCES: CANCER BIOLOGY 

 

ABSTRACT  

 

 Hypoxia within solid tumors presents as a barrier to the effectiveness of cancer 

treatment. Hypoxia has been implicated in cancer cell resistance to standard therapies 

used in the clinic to treat breast cancer. Additionally, the treatment resistance 

mechanisms in cancer cells are exacerbated by oncogenic pathways that enable 

adaptation to the hypoxic microenvironment. Cancer cells often co-opt signaling 

pathways essential for embryonic development as a defense against cellular attacks. 

Hedgehog (Hh) signaling pathway is one of such embryonic development pathways that 

have been implicated in mitigating cancer growth, metastasis, and resistance to therapy. 

Hh signaling pathway promotes proliferation, tissue remodeling, patterning, 

differentiation, and vascularization in normal development. However, abnormal 

engagement of the Hh pathway in cancer fosters tumor initiation and progression. 

Dysregulated Hh signaling is also associated with breast cancer progression and 

metastasis.  

 In this study, we examine the role of Hh signaling in lethal DNA break repair, 

adaptation to hypoxia, and crafting of tumor hypoxia. We found that that the zinc-finger 

transcription factor GLI1, a terminal effector of the Hh pathway, is essential for the repair 

of ribosomal DNA (rDNA) double-strand breaks (DSBs). Inhibition of GLI1 impairs the 
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global non-homologous end joining (NHEJ) DSB repair pathway. Additionally, we found 

that inhibiting GLI1 impacts RNA polymerase I activity and cellular viability. 

We also report that Hh signaling mitigates tumor hypoxia quantified by 

radiolabeled tracer, [18F]-fluoromisonidazole (FMISO) positron emission tomography 

(PET) imaging upon the administration of Vismodegib, a FDA-approved Hh inhibitor in 

vivo.  Furthermore, we uncovered the mechanistic role of Hh in enabling hypoxia 

adaptation through robust activation of HIF signaling in a VHL-dependent manner. In 

addition to modulating temporal changes in hypoxia, we found that inhibition of Hh 

signaling leads to decreased pulmonary metastasis. 

 Thus, we identified the role of Hh signaling in facilitating defense against 

genotoxic stress and maneuvering the tumor microenvironment in breast cancer to 

promote tumor progression and metastasis. Our findings provide a novel insight into 

targeting Hh signaling in breast cancer clinically to mitigate tumor proliferation, hypoxia, 

and metastasis. 

 

 

 

 

 

 

 

Keywords: Breast cancer, Hedgehog signaling, Double-Strand breaks repair, Hypoxia, 

Metastasis 
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 1 

INTRODUCTION 

Breast Cancer  

 Breast cancer is the most common cancer among women in the US and worldwide. 

In 2020, it is predicted that about 276,480 new cases of invasive breast cancer will be 

diagnosed in women in the US (1). This number only adds to a growing population of 

women who are living with and managing the condition. Although, increased public 

awareness on preventive measures and screenings have helped lower the death rates over 

the last decade, an estimated 42,170 women will die breast cancer in 2020 (1, 2). Breast 

cancer is currently ranked as the second leading cause of cancer-related death among 

women, second only to lung cancer. The complexity in treating the breast cancer 

originates from its heterogeneous nature both within the tumor cells (intra-heterogeneity) 

and across the tumor population (inter-heterogeneity) (3, 4). Additionally, the tumor 

microenvironment also affects cancer and stromal cells’ behavior adding to the intricacies 

of the disease (5-7). A better understanding of breast cancer progression and ability to 

design therapeutic targets with consideration to these influences would be critical to 

improve survival. 

 

Breast cancer Pathology and risk factors 

  Breast cancer is an abnormal growth of cells in the mammary tissue. The cellular 

changes most commonly occur in the epithelial cells lining ductal and lobular regions of 

the breast (8). Breast cancer is broadly subdivided into four types based on the 



 2 

pathological assessment; ductal carcinoma in situ (DCIS), Invasive ductal carcinoma 

(IDC), Invasive lobular carcinoma (ILC), and Inflammatory breast cancer (IBC) (9).  

Almost 81% of the breast cancers that are diagnosed are classified as invasive where the 

cancerous cells have already invaded through the walls of the ducts or glands into the 

surrounding tissue (1). Early detection and treatment drastically improve the survival 

rates of breast cancer patient. The relative survival rates for breast cancer patient with 

metastasis is only 27% compared to 99% for a localized tumor (10). There are several 

risk factors that are associated with breast cancer, these include age, race or ethnicity, 

family history, genetic predisposition, earlier menstruation and later menopause, 

radiotherapy to the chest wall, exercise, diet, alcohol and tobacco consumption, never 

having children, increased breast tissue density, lack of physical exercise, and hormone 

replacement therapy (11-14). Of specific relevance to our geographical location, there are 

discrepancies in the incidence and death rates of breast cancer based on race. African 

American women have a decreased incidence of breast cancer but have increased death 

rate in comparison to Caucasian women. This racial disparity is attributed to later stage 

diagnosis due to decreased access to care, higher obesity, inherited genetic mutations, and 

other health conditions (15, 16).  

 

Molecular subtypes of breast cancer 

The molecular subtypes of breast cancer are based on the gene expression profile 

of the tumor population. There are four main molecular subtypes of breast cancer: 

luminal A, luminal B, Her2 enriched, and basal like/ triple-negative (17, 18). Luminal 

breast cancer occurs in the luminal epithelium cells that lines mammary ducts. Luminal A 

is the most common subtype and are less aggressive than the other subtypes. It is 
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characterized by their estrogen (ER) positive receptor status and low proliferation rate. 

Luminal B is characterized by their progesterone (PR) positive receptor status and high 

proliferation rate. Luminal B breast cancer have worse prognosis compared to luminal A. 

Luminal breast cancer is responsive to hormonal therapies like tamoxifen and aromatase 

inhibitors. These inhibitors block ER receptor signaling reducing breast cancer cell 

growth and production of estrogen and androgens (18, 19).  

Human epidermal growth factor receptor 2 (HER2)-enriched molecular subtype 

of breast cancer is characterized by the lack of ER and PR, but an increased expression of 

HER2. HER2 subtype presents with higher histologic grade and has higher mutations in 

TP53 and PIK3CA genes (20, 21). It responds better to chemotherapy in comparison to 

luminal subtypes. HER2-enriched subtypes can be treated by HER2 receptor targeted 

therapies that include trastuzumab (anti-HER2 monoclonal antibody),  lapatinib (anti-

HER2 tyrosine kinase inhibitor), pertuzamab (monoclonal antibody that blocks 

dimerization of HER2 and HER3) (21).  

The basal-like/ Triple-negative breast cancer (TNBC) subtype is characterized by 

high expression of proliferation-related genes commonly associated with basal and 

myoepithelial cells. TNBC is associated with BRCA1/2 mutations, high relapse rates, and 

poor overall survival rate (22, 23). Additionally, it is more common in African American 

women compared to Caucasian women (1, 24). Only 10-15% of all breast cancer are 

TNBC subtype, but it affects younger women, has higher histological grade, an increased 

probability to metastasize (23). TNBCs are negative for ER and PR expression, and do 

not have amplification of HER2 receptors; therefore, endocrine therapies or anti-HER2 

targeted treatments are not effective in TNBC (25). Although, TNBC patients respond 
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better to chemotherapy compared to other subtypes, it has high rate of recurrence and 

resistance. Importantly, among all subtypes TNBC patients have the lowest overall 

survival rate in the first 3 to 5 years after initial diagnosis (22, 25).  

TNBC is highly heterogenic and is further classified into six different subtypes 

based on gene expression profiling and unique mutational analysis. These subtypes 

include: basal-like 1 and 2 (BL1/2), immunomodulatory (IM), mesenchymal (M), 

mesenchymal stem-like (MSL), and luminal androgen receptor (LAR) (26). About 78.6% 

of TNBC have overlap with the basal-like subset of TNBC based on the PAM50 gene 

expression profile (22). The unique molecular signatures can possibly explain the varied 

response to therapy in TNBC patients. BL1, in particular, shows high Ki-67 expression 

while BL2  present with higher expression of growth factor signaling, glycolysis , and 

gluconeogenesis. Both, BL1 and BL2 have higher expression of DNA damage-response 

and cell cycle genes and therefore, respond better to DNA damaging agents such as 

cisplatin. M subtypes presents with overexpression of proliferation related genes, whereas 

MSL subtypes are enriched in genes related to mesenchymal stem cells. MSL also 

display increased expression of genes involved in angiogenesis and growth. M and MSL 

subtypes both overlap in the expression of genes involved in epithelial-mesenchymal 

transition, chemoresistance, tumor matrix remodeling, cellular differentiation, and 

motility. M and MSL subtype respond better to Phosphatidylinositol-4,5-Bisphosphate 3-

Kinase (PI3K)/ Mechanistic Target Of Rapamycin Kinase (mTOR) inhibitors such as 

NCP-BEZ235 and abl/src tyrosine kinase inhibitors such as dasatinib. The IM subtype of 

TNBC presents with a characteristic increase in genes related to immune signaling with 

higher expression of T cell-associated genes, cytokine signaling, antigen processing and 
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presentation. However, IM subtype of TNBC is speculated to be the result of stromal cell 

contamination and possibly high tumor lymphocyte infiltration in the tumor. The 

presence of tumor infiltrating cells was found to be a good prognostic marker and 

increase in lymphocytes was associated with reduced mortality and recurrence (27). 

Immune modulation in the TNBC tumor microenvironment can possibly yield as better 

therapeutic target. Among all the subtypes of TNBC, LAR shows the most differential 

gene expression. LAR subtype are enriched in genes related to steroid synthesis, hormone 

signaling, androgen/estrogen metabolism, and androgen receptors (26).  Since LAR 

subtype is composed of androgen receptor-driven tumors, receptor antagonists like 

flutamide are used in clinic (28). Apart from targeting the tumor cells itself, it is critical 

to understand how the tumor cells control the microenvironment for their own benefit.  

Tumor microenvironment can significantly influence how tumors respond to therapy.  

 

Tumor Microenvironment (TME) 

Tumors are heterogeneous and comprises a vast array of cells. It encompasses 

several cell types that include immune cells, fibroblasts, leukocytes, adipocytes, 

myoepithelial, and endothelial cells. Additionally, soluble factors like enzymes, 

cytokines, hormones, growth factors, and extracellular matrix make up the non-cellular 

components of the TME (29, 30). During normal mammary gland development and 

differentiation, epithelial cells are in constant crosstalk with the stromal entities in the 

TME. This cellular crosstalk prevents neoplastic transformation by regulating paracrine 

signaling between epithelial and stromal cells (31). TME has been attributed to play an 

important role in the subsequent transition from invasive to metastatic carcinoma during 

which, infiltration of fibroblasts, leukocytes, and increased angiogenesis is seen. The 
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abnormal TME might also play an important role in breach of the ductal basement 

membrane observed during breast tumor progression (29, 31, 32). To better understand 

cancer progression, we need to focus on the composition of the breast TME and aberrant 

signaling in the tumor stroma that is also simultaneously influenced by the physical and 

chemical environment. 

 

Fibroblasts. Tumor itself is considered as a wound that never heals and fibroblasts might 

have a critical role in its progression (33). Fibroblasts are involved in the wound healing 

process and maintenance of ECM. During wound healing, fibroblasts migrate toward the 

wound site and differentiate into myofibroblasts that express factors necessary for ECM 

remodeling (34) . Myofibroblasts, also called cancer-associated fibroblasts (CAFs), are 

one of the most abundant cell type in the breast cancer stroma and are defined by 

expression of α-smooth muscle actin. (35). The origin of CAFs is disputed, although they 

might be derived from multiple sources: endothelial cells, epithelial cells, smooth muscle 

cells, or mesenchymal stem cells (36). CAFs secrete a plethora of chemokines, growth 

factors ECM proteins that lead to enhanced tumor growth, dissemination, and metastasis 

(35). CAFs foster an immune-suppressive microenvironment through secretion of 

Transforming growth factor beta (TGF-β),  Vascular Endothelial Growth Factor (VEGF), 

and C-X-C Motif Chemokine Ligand 12 (CXCL12) that promote epithelial mesenchymal 

transition (EMT), angiogenesis, and chemoattraction (30, 37, 38). The Nuclear Factor 

Kappa B (NF-κB) developmental signaling pathway, was found to be critical in 

inflammation mediated by CAFs. Inhibition of NF-κB led to diminished macrophage 

recruitment, vascularization, and tumor growth in a mouse model of squamous cell 

carcinoma (38). The use of 3D models that recapitulate blood brain barrier implicated 
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CAFs in supporting breast cancer metastasis to brain through enhanced vascular 

permeability (39) . In fact, high presence of myofibroblasts in breast IDC tissue was 

linked to shorter overall survival and relapse-free survival in patients (40). Therefore, 

understanding CAFs and their dynamic changes in tumor would be important for 

developing novel targets in breast cancer. 

 

Endothelial cells. The vascular endothelium covers the interior walls of blood vessels 

forming a barrier between blood cells and adjacent tissues (41).  Endothelial cells are 

quiescent unless recruited in tissue in response to injury or hypoxia leading to rapid 

vessel growth called angiogenesis . During tumor progression, soluble factors in the TME 

stimulate endothelial cells and their associated pericytes through production of growth 

factors like VEGF, fibroblast growth factors (FGF), platelet-derived growth factors 

(PDGF) (42). Hypoxic tumor cells, CAF, and macrophages release blood vessel 

stimulating and inhibiting factors (43). Pro-angiogenic factor binding to the receptors on 

endothelial cells induce their activation and lead to morphological changes in blood 

vessels evident as enlargement of vessel diameter, degradation of basement membrane, 

and recruitment of pericytes (44, 45). At the growing front, endothelial cells secrete 

matrix metalloproteinases (MMP) to facilitate degradation of ECM and migrate along the 

ECM with the help of cell surface molecules like integrins. The new blood vessels adhere 

to each other, form lumen-containing vessels that are further stabilized by recruitment of 

pericytes and smooth muscle cells (44, 46). Multitude of pro-angiogenic factors have 

been discovered; of all of them, VEGF is the most well studied. VEGF inhibitors inhibit 

VEGF binding to the receptors. VEGF inhibitors are currently being tested alone or in 

combination in clinic but with limitations due to vascular toxicities during treatment (45). 
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Among the various strategies to assess angiogenesis in tumor, microvessel density 

(MVD) is a preferred method (47). MVD are usually evaluated using immunostaining 

against CD31 as a endothelial cell marker and isolectin B4 to identify neovascular 

structures within tumor (47-49). 

 

Pericytes. Pericytes are stromal cells that are integral to vasculature formation. Pericytes 

wrap around endothelial cells and communicate to endothelial cells through paracrine and 

juxtracrine signaling (50).  Pericytes and endothelial cells are separated by basement 

membrane, but can contract through the holes in the basement membrane. PDGF-B, 

TGF-β, VEGF, and angiopoietin signaling govern the cellular communication between 

endothelial cells and pericytes for recruitment in the angiogenic sprouts (36, 50). 

Activated pericytes allow for endothelial cell proliferation, enhanced matrix deposition 

alteration, leaky endothelial cell junctions, angiogenesis, and increased metastasis (51). 

Studies in invasive breast cancer note that low pericyte coverage in addition to high met 

receptor tyrosine kinase expression in cancer cells correlated with a poor prognosis for 

patients indicating that pericytes prevent neoplastic transformation and metastasis (52). 

However, targeting pericytes by blocking its proliferation and survival depleted 

lymphoma growth indicating pericytes may have distinct, non-overlapping roles 

depending on tumor types (53). 

 

Lymphocytes. Majority of the lymphocytes that infiltrate the breast TME are T 

lymphocytes (54). Various T cell sub-populations infiltrate the TME, although, their 

distribution differs between tumor types (55). T cells are derived from common lymphoid 
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progenitor cells that originate in the bone marrow and are defined by the expression of T 

cell receptor (TCR). They mature, differentiate, and commit to different lineages in the 

thymus. T cells are classically subdivided into CD8+ cytoxic lymphocytes or CD4+ helper 

cells. CD8 and CD4+ T cell TCRs recognize antigens presented by major 

histocompatibility complex (MHC)  I or MHCII respectively (56).  Naïve T cells that are 

CD3+CD4+ and CD3+CD8+ cells can further differentiate into effector T cells after 

stimulation by antigen, co-stimulatory molecules, and cytokines in the secondary 

lymphoid organs. Regulatory T cells (Tregs) are CD3+CD4+ effector T cells express 

cytokines like IL-10 and TGFβ in the TME and are immunosuppressive (57). Treg are 

associated with bad prognosis  in breast cancer (57, 58). Treg express  receptor activator of 

nuclear factor-κB (RANK) ligand (RANKL) that activates RANK signaling in mammary 

carcinoma cells and increases pulmonary metastasis (59). T helper cells are CD3+CD4+ 

effector T cells express IL-2 and Interferon gamma (IFN-γ)  and support cellular 

immunity. T helper cells are subdivided into TH1, TH2, and TH17.  TH1, TH2 express IL-4, 

IL-5, and IL-13 and support humoral immunity, and TH17 produce IL-17A, IL-17F, IL-

21, and IL-22 and support anti-inflammatory environment during pathogen invasion. 

Cytotoxic T cells are CD3+CD8+ effector T cells that produce perforin and granzymes 

and target cancer cells for apoptosis through antigen binding. Cytotoxic T cell infiltration 

is associated with antitumor activity and longer survival in breast cancer patients 

independent of tumor grade, tumor size, lymph node stage, vascular invasion and HER2 

status(60). Although, T lymphocyte infiltration is predictive of good prognosis, immune 

checkpoint expression on T lymphocytes like programmed death (PD-1) expression and 

programmed death ligand (PD-L1) expression in tumor cells can modulate the immune 
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response (61).  Therefore, immune checkpoint inhibitors (ICI) are garnering significant 

interest as immunotherapy (62). 

 

Dendritic cells. Dendritic cells (DCs) activate naïve T cells and induce effector T cell 

differentiation in the secondary or tertiary lymphoid organs by antigen presentation (30). 

DCs regulate the adaptive immune responses by capturing, processing , and presenting 

antigens from tumor cells. Maturation of DCs allow them to migrate and cross present 

antigens to T cells. Antigen presentation is determined by detection by the recognition of 

pathogen-associated molecular patterns (PAMP) or damage-associated molecular patterns 

(DAMP) (30, 63). Cytokines such as IL-10, prostaglandin E2, and VEGF can affect DC 

maturation in the TME (64). Tumor associated DCs are mostly immature and unable to 

elicit a T cell response. Instead, they produce pro-angiogenic factors like VEGF and 

stimulate endothelial cell migration leading to tumor progression (65). 

 

Macrophages. Macrophages constitute up to 50% of the mass of a solid breast tumor 

microenvironment and are the frontline cells of innate immunity (66). They provide 

defense against external attacks by releasing pro-inflammatory cytokines and recruiting T 

and B lymphocytes to the site of inflammation (54, 66).  They originate in the blood 

monocytes and get recruited at the tumor sites by chemoattractants like chemokine C-C 

motif ligand 2 (CCL2) expressed by stromal and tumor cells (67). Macrophages can be 

polarized depending on the pro-inflammatory or anti-inflammatory stimuli they receive in 

their surrounding TME (Figure 1). Macrophages can be sub-divided according to their 

cytokine expression pattern and cellular properties into two main groups, the M1 and M2 
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macrophages (68). M1 macrophages express cytokines like IL-1, IL-6, and TNF, whereas 

M2 macrophages express IL-4, IL-10, IL-13, and TGFβ (69). M1 macrophages, release 

reactive oxygen and nitrogen species and have a pro-inflammatory role. In contrast, M2 

macrophages promote angiogenesis, matrix remodeling, and consequently, tumor growth 

(66, 70). M2 macrophages has also been implicated in facilitating metastases in breast 

cancer (71). 

 

Hypoxia. As a tumor progresses, the increase in cellular density and decreased apoptosis 

drive the tumor to a hypoxic state (72). The need for higher oxygen consumption coupled 

by the remoteness from the nearest blood vessel reduces oxygen availability and creates 

an oxygen gradient (73, 74). To overcome hypoxia, cancer cells induce survival tactics 

involving the upregulation of hypoxia inducible factors (HIFs) which activate expression 

of several genes that ultimately results in increased angiogenesis, metabolic 

reprogramming, survival and metastasis (74, 75). Studies with direct measurement of 

partial pressure of oxygen (pO2) in human breast cancers found a marked decrease in 

median pO2 compared to normal breast tissue (76). Oxygen availability in normoxic 

conditions regulates the HIF-1α transcription factor by post-translation modifications 

through hydroxylation at its two proline sites by O2 activated proline hydroxylase (PHD). 

Among the four isoforms of PHD, PHD2 is the main hydroxylase responsible for HIF-1α 

hydroxylation(77). Hydroxylated HIF-α is then ubiquitinated by an E3 ligase called Von 

Hippel Lindau protein (VHL) leading to its degradation by 26S proteasome (78, 79). In 

contrast, lack of O2 in hypoxic condition inactivates hydroxylation reactions leading to 

rapid accumulation of HIF-1α and HIF-2α which can heterodimerize with HIF-1 and 
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bind to the hypoxia response element (HRE) sequence in its target genes (72) (Figure 2). 

There are thousands of target genes of HIF proteins and they are pre-dominantly involved 

in regulation of angiogenesis, metabolic reprogramming, drug resistance, and survival 

(73, 74). 

The TME plays a critical role in tumor progression and metastasis, it ultimately 

governs how tumors respond to therapies. It is critical that treatment modalities are 

designed effectively to target the tumor-promoting crosstalk and interaction of tumor 

cells with stromal cells, immune cells, and the physiological changes in the TME.  

 

Treatments for TNBC  

Breast cancer treatment is primarily based on multiple factors including the type 

and stage of cancer (1, 80). Breast cancer treatment regimens include surgery, 

chemotherapy, radiation, and endocrine therapy (81). Among the breast cancer subtype, 

TNBC tends to occur more frequently in premenopausal women than older women. 

TNBC subtype patients are more likely to present with BRCA1or BRCA2 mutation and 

show poor disease-free and overall survival compared to other subtypes (82).  Therefore, 

there is a need for more effective therapeutic options for TNBC. Since, TNBC is a 

heterogeneous tumor, there is no one-size-fits-all treatment method available for it . 

Rather, TNBC patients are treated based on the tumor size and whether the tumors have 

metastasized to distant organs (83). 

 

Surgery. In the early-stage of TNBC, mastectomy can be done and it involves the 

removal of the breast and nearby lymph nodes to avoid the spread of the cancer. 

Alternatively, breast conserving surgery (BCS) (also called lumpectomy) plus 



 13 

radiotherapy is also done when the tumor is small. In BCS the surgeon removes the lump 

from the breast and nearby lymph nodes. Meta-analysis study comparing the treatment 

outcomes in TNBC patients show that BCS plus radiotherapy treated patients achieved 

better locoregional control and favorable overall survival rates compared to mastectomy 

(84). Women with advanced TNBC undergo radiation and/or chemotherapy with or 

without surgery (1, 80).  Secondary analysis of TNBC patients with stages II or III show 

that their chances of  qualifying for BCS increases after neoadjuvant systemic therapy 

(85). 

   

Radiotherapy. Radiotherapy is a high energy radiation given to TNBC patients with 

locoregional tumor following mastectomy and lumpectomy. Studies show that 

mastectomy without radiotherapy leads to increased risk of locoregional recurrence of 

tumor compared to those treated with lumpectomy and adjuvant radiation therapy (86). 

Similarly, another study investigated whether there is survival advantage of adjuvant 

radiotherapy using Surveillance, Epidemiology, and End Results (SEER) database and 

found that radiotherapy after surgery is beneficial to TNBC patients in terms of overall 

survival (87). However, Khalifa et al., did not find significant difference between TNBC 

patients that were administered irradiation versus those who omitted it after surgery in 

terms of survival outcomes (88). In another study, pro-inflammatory tumor after 

radiotherapy was used as a novel biomarker to predict recurrence, metastasis, and 

mortality in TNBC patients. IR-induced DSBs increases PD-L1 expression in an 

ATM/ATR/CHK1-dependent manner and engage activation of STAT1/STAT3 (89). 

Radiation increased neo-antigen expression and enhanced immunogenicity when 
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combined with anti-PD-1 and anti-CTLA-4 therapy (90).This studies indicates that 

radiotherapy might help activate immune system and possibly predict the overall 

outcome in TNBC (91). 

 

Chemotherapy. There are several chemotherapies that are recommended by National 

Comprehensive Cancer Network as a guideline for treatment of TNBC. Chemotherapies 

are given to patients to lower the chance of cancer growth and spread. Chemotherapies 

such as anthracycline (Adriamycin or doxorubicin) and cyclophosphamide (with or 

without fluorouracil) followed by taxane (paclitaxel or docetaxel) are given to TNBC 

patients as a first line therapy (83). Clinical trials with capecitabine, eribulin, ixabepilone, 

and platinum drugs like carboplatin or cisplatin have also shown clinical efficacy in 

metastatic TNBC patients in a second or later line treatment setting (83). Some TNBC 

patients do respond to chemotherapy and have good survival chances; however, some 

patients relapse with chemo-resistant tumor and eventually die from the disease (92). A 

genomic analysis study of TNBC patients segregated according to their chemosensitivity 

and chemoresistance found that mutations in the androgen receptor/ FOXA1 pathway 

were predictive of TNBC patients that benefited from chemotherapy. Additionally, 

BRCA-deficient TNBC show higher clonal mutation and are associated with higher 

immune activation and reasonably higher chemosensitivity (93). Mostly chemotherapy 

drugs are given to the patients as a monotherapy or in some cases in combination, 

depending on its toxicity to the patient. In metastatic TNBC patients, taxanes-based 

combination are better than anthracycline-based combinations in relation to progression-

free survival and response rate (94). Atezolizumab, a selective PD-L1 inhibitor, in 
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combination with nab-paclitaxel was recently shown to have improved progression-free 

survival in advanced or metastatic TNBC (95).  Based on this trial, the combination has 

achieved accelerated approval by the US Food and Drug Administration (FDA) in 

patients with high tumor PD-L1 expression (83, 95). 

 In addition to these therapies, novel targeted therapies are currently under 

investigation for AKT, poly (adenosine diphosphate[ADP]-ribose) polymerase (PARP), 

antibody drug conjugates, and immune checkpoint inhibitors in TNBC. These clinical 

trials have stringent patient selection criteria and outcomes from these trials cannot be 

generalized for all TNBC patients (83, 96-98).  

 

Hh signaling pathway in TNBC 

During embryonic development the mammary epithelium undergoes massive 

morphological changes that require active signal exchange between epithelial cells and 

mesenchymal cells (99, 100). Activation of key developmental signaling pathway such as 

Wingless (WNT), Notch, Hippo, TGF-β, and Hh signaling is important to regulate 

morphogenesis changes and cellular fate (100). Developmental signaling pathways are 

inactive in adult tissue, but in several cancers including TNBC, these pathways are re-

activated. Hh signaling is one of such developmental signaling pathway implicated in 

cellular pathogenesis, proliferation, differentiation, angiogenesis, and multidrug 

resistance (discussed in more details in page 23). Hh signaling promotes TNBC tumor 

growth, invasion, metastasis, and recurrence (99, 101). 
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Hh in DNA damage repair. Chemotherapy and radiotherapy treatments in TNBC 

culminate in DNA damage through induction of genotoxic stress. DNA damage can lead 

to chromosomal loss and rearrangements, exacerbation of existing gene deletions, or cell 

death. With the advent of PARP inhibitors like olaparib and talazoparib, that are effective 

in BRCA mutated breast cancer, there is a renewed interest in challenging the DNA 

damage repair (DDR) mechanisms in cancer (102). Interestingly, Hh signaling is 

involved in the DDR process and presents as an important therapeutic target to overcome 

chemo- and radiotherapy resistance in the treatment of cancer (103). 

Hh inhibition interferes single-strand break (SSB) repair process such as 

Nucleotide Excision Repair (NER), Base Excision Repair (BER), and Mismatch Repair 

(MMR) (103). Inhibition of Hh signaling by small molecule inhibitor GANT61 directly 

binds GLI1/2 leading to downregulation of NER-related genes like ERCC1and XPD, in 

cisplatin-resistant ovarian cancer cells (104). Consequently, abrogating Hh signaling 

increased chemosensitivity in the cancer cells in an NER-dependent manner. Similarly, 

inhibition of Hh signaling down-regulated expression of MMR-related genes MSH6 and 

EXO1 and induced cell cycle arrest in human colon cancer cells,  and in pancreatic ductal 

adenocarcinoma cells diminished MMR activity by repressing the MLH1 promoter 

activity (105, 106). Additionally, GANT61 downregulates BER by diminishing 

transcription of BER-related genes like 5'Flap endonuclease (FEN1), uracil DNA 

glycosylase (UNG), DNA ligase I (LIG1) and KIAA0101 in human colon cancer cell 

(103, 105). Hh inhibition also impairs the BER gene XRCC1, which is upregulated in 

ovarian cancer resistant to cisplatin (104). Hh signaling plays a critical role in SSBs 

repair pathway in cancer cells. 
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 Hh is also implicated in the double-strand break (DSB) repair pathway. Hh 

inhibition by GANT61 led to a decrease in homologous recombination-related genes like 

RAD51C (XRCC3), RAD54B, RAD51, and HELLS in human colon cancer (105). 

GANT61 in human colon carcinoma HT29 cells also induced DNA DSBs evident by an 

increase in surrogate marker γ-H2AX nuclear foci and ATM-dependent activation of 

Mediator Of DNA Damage Checkpoint 1 (MDC1) and Nijmegen Breakage Syndrome 

1 (NBS)1(107). Furthermore, Zhang et al., confirmed that GANT61 increased colon 

cancer cell death by transcriptional regulation of CDT1, which is one of the DNA 

licensing factors (108). We have recently shown that Hh signaling is essential for rDNA 

DSBs and its inhibition impacts the non-homologous end joining repair pathway (109).  

 

Hh in hypoxic TME. Hypoxic microenvironment presents as a challenge to effective 

chemo-and radio-therapy treatment. In hypoxic conditions, ionizing radiation is 50% less 

effective compared to normal oxygen conditions since oxygen is needed to form free 

radicals that create DNA lesions (110, 111). Likewise, chemotherapy is less effective in 

hypoxic conditions due to lower efficacy of drugs in the absence of oxygen (112). 

Therefore, there is a need for evaluating mechanisms that govern the cellular adaptation 

in hypoxic microenvironment. 

 Among various cellular alterations that hypoxia induces or exacerbates, Hh 

signaling is one of them. Biklsma et al., reported that hypoxia induces Hh activity 

mediated by HIF-1α in ischemic adult tissue and inhibition of HIF-1α decreased Hh 

activity (113). Similarly, hypoxia mediated activation of Hh signaling is also reported in 

pancreatic cancer (114).  Supporting this study, Spivak-Kroizman et al., showed that 
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hypoxia increased HIF-1α levels in pancreatic cancer cells and the paracrine signaling 

between cancer cells and fibroblasts mediated by Sonic Hh ligand led to increased 

desmoplasia (115, 116). Sonic Hh ligand mediated Hh signaling also regulates hypoxia in 

myocardial cell and cholangiocarcinoma and serves a protective role in hypoxia response 

(117, 118). Currently, a mechanistic study of the role of Hh signaling in hypoxia 

adaptation in breast cancer is understudied. 
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Figure1. TME stimulus determine distinct macrophage phenotypes. Monocytes can 

be polarized depending on the pro-inflammatory and anti-inflammatory stimuli they 

receive in their surrounding and are typically divided into two main groups, the M1 and 

M2 macrophages. IFN-γ, Granulocyte-Macrophage Colony Stimulating Factor  

(GM-CSF), and Lipopolysaccharide (LPS) polarize the monocytes towards tumor 

suppressing, inflammation promoting M1 macrophages. Alternatively, Interleukins (IL4, 

IL-13, IL-10) polarization monocytes to an immunosuppressive, anti-inflammatory M2 

macrophages. 
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Figure 2. Hypoxia response pathway determine cellular adaptation to hypoxia. In 

normoxia, HIF1/2α is targeted for proteasome degradation due to combined action of 

PHD and VHL. PHD hydroxylates HIF1/2α in the presence of oxygen and VHL 

recognizes hydroxylated HIF1/2α and poly-ubiquitinates it leading to 26S proteasome 

degradation. However, in hypoxic condition, PHD is inactive and thus, HIF1/2α is 

stabilized. Stable HIF1/2α translocate into the nucleus where it forms heterodimer with 

HIF1β leading to transcription activation of genes that are important in angiogenesis, 

metastasis, metabolic reprogramming, pH regulation, drug resistance, and survival. 
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Abstract 

The Hedgehog (Hh) pathway mediates normal patterning during embryogenesis 

and contributes to tissue homeostasis after development is complete. Aberrant activation 

of Hh signaling has been implicated in a wide variety of malignancies and is involved in 

multiple cellular processes important in carcinogenesis and tumor progression. Strikingly, 

mutations that constitutively activate the Hh pathway cause the nevoid basal cell 

carcinoma (BCC) syndrome (NBCCS), which is a heritable cancer predisposition 

syndrome that greatly increases the risk of developing BCCs and medulloblastomas. 

Preclinical data have demonstrated that Hh inhibition is an attractive target in cancer, but 

the translation of this research to the clinic has been a challenge. Despite a number of 

negative clinical trials, Hh-directed therapies are proven to be effective in cancers reliant 

on this pathway, and future trials must be designed to properly select for patients with 

Hh-driven tumors to increase the likelihood of a positive result. Here, we review the 

mechanisms underlying the pathway and different strategies used to inhibit Hh signaling. 

We also discuss the role that the Hh pathway plays in carcinogenesis and carefully 

examine available trial data to understand why clinical applications have lagged behind 

preclinical successes. Finally, we address the future of Hh-directed therapies and factors 

that will be critical to effectively expanding their use in the treatment of cancer patients. 

 

 

 

Keywords: Hedgehog, GLI, PTCH, SMOH, Carcinogenesis, Development, Precision 

oncology, Basal cell carcinoma (BCC), Medulloblastoma 
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Introduction 

 Hedgehog (Hh) signaling serves a central role in embryogenesis and tissue 

homeostasis. The Hh pathway was initially defined in Drosophila, where it was shown to 

play an important part in polarity and patterning of body segments in larval development. 

The name of the pathway derives from the characteristic short and hairy appearance of 

Hh-mutated Drosophila larvae, which resemble hedgehogs. While the signaling pathway 

in invertebrates is distinct from the mammalian one, they both consist of complex 

networks of proteins that ultimately drive the nuclear translocation of zinc finger 

transcription factors, promoting expression of specific target genes. Vertebrate Hh 

signaling is evolutionarily conserved and promotes tissue remodeling, patterning, 

differentiation, and vascularization. In development, Hh signaling is precisely controlled 

and normal patterning relies on differences in ligand concentration and duration of 

exposure. However, abnormal engagement of the Hh pathway has also been implicated in 

tumor initiation and progression. Cancer is known to recapitulate normal development, 

and neoplastic cells co-opt ontogenic pathways such as Hh signaling in order to promote 

growth, metastasis, and resistance to therapy [1]. Aberrant activation of Hh signaling has 

been demonstrated in a wide variety of malignancies, including basal cell carcinoma 

(BCC), medulloblastoma, breast cancer, pancreatic ductal adenocarcinoma, glioma, 

rhabdomyosarcoma, ovarian cancer, and hepatocellular carcinoma, underlining its 

importance in cancer biology. Accordingly, there has been great interest in targeting Hh 

signaling to treat cancer. Here, we introduce our current understanding of the Hh 

pathway, discuss its role in carcinogenesis, and examine the current state and future 

potential of Hh-directed therapies in the clinic. 
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An Overview of Hedgehog Signaling 

Much of our current understanding of the Hh signaling pathway stems originally 

from studies in Drosophila. While there are evolutionarily conserved elements, key 

differences exist between the invertebrate and mammalian Hh pathways. For instance, in 

contrast to the invertebrate Hh pathway, the primary cilium plays an important role in the 

mammalian Hh pathway [2]. These specifics are beyond the scope of this text, which will 

focus only on vertebrate signaling (Figure 1) and its relevance to human disease.  

The classical, ligand-initiated Hh pathway is activated by the binding of Hh 

ligands—sonic hedgehog (SHH), desert hedgehog (DHH), and indian hedgehog (IHH)—

to the transmembrane protein receptor Patched (PTCH). PTCH spans the membrane 

twelve times and, in the absence of Hh ligand, constitutively represses vesicle-bound 

Smoothened (SMOH), a G-protein-coupled signal transduction molecule. PTCH forms a 

co-receptor complex with cell adhesion molecule (CAM)-related/downregulated by 

oncogenes (CDO), brother of CDO (BOC), and growth arrest-specific 1 (GAS1). Ligand 

binding to this multimolecular co-receptor complex leads to the internalization of PTCH 

and consequently relieves its inhibitory effect on SMOH, which is then able to translocate 

to the primary cilium. This ultimately starts a signaling cascade that results in the release 

of glioma-associated oncogene (GLI) transcription factors from a repressor complex that 

includes suppressor of fused (SUFU), kinesin family member 7 (KIF7), protein kinase A 

(PKA), glycogen synthase kinase 3β (GSK3β), and casein kinase 1 (CK1). GLI 

transcription factors are then free to translocate to the nucleus where they promote target 

genes. In the absence of Hh ligand binding, this macromolecular complex is sequestered 

at the microtubules of the primary cilium [3]. The Hh pathway can also be activated in a 
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non-classical, Hh ligand-independent manner. Signaling mediated by tumor-associated 

cytokines such as osteopontin (OPN), transforming growth factor β (TGF-β), platelet-

derived growth factor (PDGF), and stromal-derived factor 1 (SDF-1) via their respective 

receptors can potentiate GLI activity independent of Hh ligands and SMOH [4]. 

Canonical, GLI-mediated Hh signaling requires GLI-initiated transcription of 

different genes, particularly those involved in cellular differentiation, stem cell 

maintenance, and tissue development. There are three GLI family members: GLI1, GLI2, 

and GLI3. Full-length GLI proteins act as transcriptional activators of downstream 

targets, and truncation via proteasomal processing changes their function from activation 

to repression. GLI2 and GLI3 carry a repressor domain in the N-terminus that GLI1 

lacks, and thus GLI1 is thought to function only as a transactivator. Conversion of GLI2 

or GLI3 from full-length activator to truncated transcriptional repressor involves 

phosphorylation catalyzed by PKA, GSK3β, and CK1, followed by ubiquitination by the 

Skp/Cullin/F-box (SCF)-βTrCP E3 ligase, resulting in proteasomal processing to remove 

the C-terminal transactivator domain [5]. Hh signaling can also proceed via the GLI-

independent, non-canonical pathways, with or without direct SMOH involvement. 

SMOH-independent non-canonical Hh signaling leads to cell proliferation and survival, 

whereas SMOH-dependent signaling modulates intracellular Ca2+ balance and the actin 

cytoskeleton through activation of the Rac small GTPase [4].  

Given the complex nature of Hh signaling, it is unsurprising that a variety of 

inhibitors have been developed to study these pathways. Some agents act at the level of 

Hh ligands, such as the small-molecule inhibitor robotnikinin and 5E1, a monoclonal 

antibody directed against SHH. SMOH inhibitors represent the largest class of Hh 
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inhibitors. These include cyclopamine, a natural compound derived from wild corn lilies, 

and its synthetic small-molecule derivatives, such as vismodegib and sonidegib (formerly 

known as erismodegib). Finally, there are direct GLI antagonists, which include GLI 

antagonists 58 and 61 (GANT-58 and -61) and Hh pathway inhibitor 1 (HPI-1). In 

addition to the agents listed above, several drugs approved for other indications have also 

been identified as Hh inhibitors. These include the antifungal itraconazole, which inhibits 

SMOH through a site distinct from the cyclopamine derivatives, and arsenic trioxide, an 

agent used to induce differentiation in acute promyelocytic leukemia (APL) that has also 

been shown to inhibit Hh signaling at the level of GLI [6]. 

 

Hedgehog Signaling in Carcinogenesis 

 The most compelling demonstration of the importance of Hh signaling in 

carcinogenesis is the nevoid basal cell carcinoma syndrome (NBCCS), also known as 

basal cell nevus syndrome (BCNS) or Gorlin syndrome. This is an inherited cancer 

predisposition disorder that typically results from loss of function mutations in PTCH1, 

the gene encoding PTCH. In the absence of PTCH function, tonic repression of SMOH is 

relieved, and ligand-independent downstream signaling proceeds unabated. Patients with 

NBCCS are particularly susceptible to developing BCCs and medulloblastomas. As 

discussed in more detail later, targeting Hh signaling in these two tumor types has yielded 

the most encouraging clinical results. 

 Subsequently, multiple unrelated groups of patients meeting clinical criteria for 

NBCCS, but who lacked the expected mutation in PTCH1, underwent exome sequencing 

of lymphocyte DNA in an effort to identify other causative mutations. In this fashion, 



 27 

mutations in SUFU were also determined to cause NBCCS [7]. As SUFU acts to 

negatively regulate GLI function, loss of function mutations in SUFU would be predicted 

to similarly result in constitutive Hh pathway activation autonomous of ligand binding. 

However, because SUFU acts downstream of SMOH, it is expected tumors arising in 

SUFU-related NBCCS would be refractory to SMOH inhibitors, unlike PTCH-related 

NBCCS. 

Aside from BCC and certain medulloblastomas, Hh signaling has also been 

implicated in a wide variety of cancers, including glioma, lymphoma, multiple myeloma, 

and carcinomas of the breast, colon, ovaries, pancreas, and prostate. The possible routes 

of activation are equally varied. In addition to mutations of proteins that result in ligand-

independent pathway activation as described above, aberrant Hh signaling can also result 

from the overexpression of Hh ligands, either by the cancer cells themselves in an 

autocrine loop or from the surrounding stroma via paracrine signaling. Finally, 

nonclassical activation can arise from dysregulation of other pathways involved in 

carcinogenesis, including K-Ras, NF-κB, mTOR/S6K, and c-Jun [4]. 

 Functionally, inappropriate Hh activation has been linked to multiple hallmarks of 

cancer [3]. It has been shown to drive cell proliferation through upregulation of Myc and 

cyclin D1, and immortalizes cancer cells by upregulating human telomerase reverse 

transcriptase (hTERT). Hh signaling can also allow cancer cells to resist apoptosis by 

upregulating the antiapoptotic protein B-cell lymphoma 2 (Bcl-2) and downregulating 

Bcl-2-associated death promoter (BAD). The Hh pathway potentially mediates immune 

evasion as well, with evidence suggesting that Hh inhibition enhances antigen 

presentation by increasing the expression of major histocompatibility complex (MHC) 
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class I proteins in cancer cells and enhancing the number of tumor infiltrating 

lymphocytes (TILs). Finally, Hh activation can drive tumor invasion and metastasis by 

triggering the epithelial-to-mesenchymal transition (EMT), while stimulating 

angiogenesis through expression of vascular endothelial growth factor (VEGF) and 

fibroblast growth factor (FGF). It can also predispose to osseous metastases by preparing 

the metastatic niche through the expression of osteoclast-promoting cytokines, including 

receptor activator of NF-κB ligand (RANKL) and OPN.  

 

Targeting Hedgehog in the Clinic 

 While there is a wide variety of Hh inhibitors used in scientific studies, the 

clinically-relevant armamentarium is limited. At present, SMOH inhibitors are the only 

class of agents specifically targeting Hh signaling that are available for use in the clinic. 

There are two FDA-approved drugs on the market, vismodegib and sonidegib. Currently, 

the only labeled indication for Hh-directed therapy is in non-resectable BCC. The ideal 

treatment of BCC is with local therapies: resection with adjuvant radiation therapy if 

there are any positive surgical margins that cannot be re-excised. However, on the basis 

of the ERIVANCE, STEVIE, and BOLT trials, SMOH inhibitors are now an option in 

cases where local therapies are not possible, either because of unresectable lesions or 

metastasis. Recent clinical trial data also indicate SMOH inhibitors can reduce the 

frequency of recurrent BCCs in patients with NBCCS [8].  

 Although there is an abundance of data in the preclinical setting demonstrating the 

importance of Hh signaling in a variety of different cancer types, clinical trials assessing 

the addition of SMOH inhibitors to standard treatment in advanced colon cancer, small 
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cell lung cancer, and pancreatic cancer have all yielded negative results. Clinical trials 

have also been negative for the use of SMOH inhibitors in the maintenance setting for 

ovarian cancer in second or third complete remission [9] and for unselected recurrent 

medulloblastomas [10]. However, while these last two clinical trials yielded negative 

results, they do illustrate important concepts critical for the future success of Hh-directed 

therapy in cancer treatment.  

In the CONSORT trial, the intention was to use vismodegib maintenance to 

disrupt tumor-stroma interactions to prolong the progression free interval in ovarian 

cancer in complete remission after prior relapse. However, the expression of Hh 

ligands—SHH and IHH, as measured by quantitative RT-PCR—was lower in 

comparison to prior studies of banked ovarian cancer tissue, suggesting that the eligibility 

criteria for this trial may have selected out the population likely to benefit from this 

targeted treatment approach [9]. In the PBTC-025B and PBTC-032 studies, patients with 

recurrent medulloblastoma were treated with vismodegib. When patients were stratified 

into SHH-driven and non-SHH-driven tumors by IHC, it was clear that the responses 

were confined to the SHH-driven tumors, as would be expected.  

Interestingly, further analysis indicated that SHH-driven tumors that had 

concurrent strong diffuse staining of p53, which is associated with dominant-negative 

mutations of the p53 DNA-binding domain, were also insensitive to vismodegib [10]. 

Taken in combination, these data suggest that careful selection of patients will be a 

primary determinant for the clinical success of Hh-directed therapy, not only to identify 

those with tumors driven by the Hh pathway, but also potentially to stratify their 

likelihood of response based on other factors, such as p53 status. 
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The Future of Hedgehog-targeted Therapies 

Going forward, the viability of Hh targeting as a cancer treatment strategy hinges 

on several critical factors. First and foremost is the development of other Hh inhibitors. 

As described above, Hh signaling is comprised of a collection of complex pathways that 

can be either dependent on or independent of Hh ligands, SMOH, and GLI. While a 

diverse collection of inhibitors is available in the laboratory setting, only SMOH-

dependent pathways can be targeted in the clinic. Because of this significant limitation, 

there are two major challenges to overcome. First, mutations of SMOH that abrogate 

binding to cyclopamine-derived SMOH inhibitors have already been identified and 

render all currently available agents ineffective. Secondly, SMOH inhibitors will not be 

useful in cases where GLI is activated independent of SMOH. Development of direct GLI 

inhibitors in particular will help to bridge the gap that currently exists between the 

laboratory and the clinic. Alternatively, to bypass the long development cycle required 

for new drugs, another approach has been to evaluate drugs already approved for other 

indications that also function as Hh inhibitors. While preclinical testing suggests that 

itraconazole and arsenic trioxide can both be used to target Hh signaling and to bypass 

resistance mutations, these findings require confirmation in ongoing clinical trials before 

they can be used to treat patients [6]. 

Based on the available evidence, the future success of Hh-directed therapies will 

clearly be dependent on the appropriate selection of patients. Thus, another priority going 

forward must be the identification of candidates most likely to benefit from Hh-targeted 

therapies. Accordingly, the development and validation of biomarkers for Hh-driven 

cancers is of paramount importance (Table 1). 
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As the capability to profile cancers in the clinic using advanced molecular testing 

and liquid biopsies becomes more prevalent, it is also critical to determine the utility of 

Hh-directed therapy in tumors determined to be driven by Hh (Table 2). Because of this, 

ongoing large-scale precision oncology trials, such as NCI-MATCH and ASCO’s 

TAPUR may hold the key. These studies will screen large numbers of patients for Hh-

driven cancers based on the specific tumor genomic profile and funnel these patients to 

Hh-directed therapies, unlike prior trials which were either unselected or too small to 

have a significant cohort of Hh-driven cancers. They may also help to identify other 

malignancies in which a role for Hh signaling has not yet been demonstrated. With the 

recent tumor agnostic approval of the immune checkpoint inhibitor pembrolizumab, there 

are likely to be more drug approvals based on specific tumor biology irrespective of 

cancer type. While Hh-targeted therapy is currently only approved for BCC, the hope is 

that these large-scale precision oncology trials will eventually justify a similar expansion 

of the role of Hh inhibitors. 

 

Summary 

 A large body of evidence has demonstrated the importance of Hh signaling in a 

diverse range of cellular processes involved in carcinogenesis and tumor progression. 

Numerous preclinical studies have shown that inhibition of Hh signaling is an effective 

strategy to target cancer cells. Unfortunately, with a few notable exceptions, preclinical 

successes have not yet translated to clinical efficacy. However, this seems likely to be the 

sequelae of suboptimal patient selection and a limited arsenal of Hh inhibitors available 

for use in human subjects. With recent improvements in technology that allow the 
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heretofore unprecedented ability to rapidly and cost-efficiently analyze the genomic 

profiles of individual tumors, more precise identification of patients likely to benefit from 

Hh-targeted therapy will soon be possible. Furthermore, as new agents targeting different 

elements of the Hh pathway become available, advanced molecular testing may also help 

guide treatment choices, allowing clinical oncologists to stratify patients into 

subpopulations likely to benefit from specific inhibitors. While the enthusiasm for Hh-

directed therapies has been somewhat dampened due to a number of negative clinical 

trials to date, with continuing technological advances in precision oncology, there is now 

reason for renewed optimism. 
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Figure 1: Schematic of the classical, canonical vertebrate Hh signaling pathway. In 

the absence of Hh ligand, PTCH represses SMOH, which is sequestered in vesicles. After 

binding of Hh ligand to PTCH, SMOH translocates to the primary cilium. This releases 

GLI from a repressor complex that includes SUFU and KIF7. GLI is then able to 

translocate to the nucleus and function as a transcriptional activator of target genes. 

Inhibitors of this pathway can work at the level of Hh ligands, SMOH, and GLI. 
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Hh 

Signaling 

Pathway 

Cancer Type Affected 

Biomarker 

Method 

of 

Detection 

Target Active 

Drugs/Company 

  

Loss of 

PTCH1 

function 

BCC PTCH1 Not 

routinely 

tested 

SMOH Vismodegib   

(Erivedge®)   

Genentech/Roche   

   

Sonidegib   

(Odomzo®)   

Novartis [1]   

   

   

        

Loss of 

PTCH1 

function 

NBCCS PTCH1 Molecular 

genetic 

testing 

SMOH Vismodegib   

 

(Erivedge®)   

Genentech/Roche   

 [8]   

        

Loss of 

SUFU 

function 

NBCCS SUFU Molecular 

genetic 

testing 

SUFU None [7]   

        

PTCH1 

deletion 

medulloblastoma GAB1* IHC SMOH Vismodegib   

(Erivedge®)   

Genentech/Roche   

 [10]   

        

PTCH1 

deletion 

medulloblastoma PTCH1 FISH SMOH Vismodegib   

(Erivedge®)   

Genentech/Roche   

[10]   

        

SHH/IHH 

amplification 

ovarian cancer SHH/IHH qRT-PCR SHH/IHH None [9]   

        

PTCH1 

deletion or 

inactivating 

mutations 

Advanced solid 

tumors 

PTCH1 NGS SMOH Vismodegib   

(Erivedge®)   

Genentech/Roche   

    

(currently being 

evaluated in active 

clinical trials, such as 

ASCO TAPUR)  

  

   

        

Table 1: Examples of potential predictive biomarkers for the Hh signaling pathway. 
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Hh Inhibitor Disease ClinicalTrials.gov 

Identifier 

Biomarker-

Selected? 

        

arsenic trioxide and 

itraconazole 

basal cell carcinoma NCT02699723 No 

glasdegib AML NCT01841333 No 

glasdegib AML NCT02038777 No 

glasdegib myelofibrosis NCT02226172 No 

glasdegib MDS and AML NCT02367456 No 

sonidegib multiple myeloma NCT02086552 No 

vismodegib medulloblastoma NCT01601184 Yes 

vismodegib medulloblastoma NCT01878617 Yes 

vismodegib AML NCT02073838 No 

vismodegib advanced solid tumors NCT02091141 Yes 

vismodegib advanced solid tumors NCT02465060 

(NCI-MATCH) 

Yes 

vismodegib meningioma NCT02523014 No 

vismodegib myelofibrosis NCT02593760 No 

vismodegib advanced solid tumors NCT02693535 

(ASCO’s TAPUR) 

Yes 

vismodegib triple-negative breast 

cancer 

NCT02694224 No 

vismodegib urothelial carcinoma NCT02788201 Yes 

vismodegib advanced solid tumors NCT02925234 Yes 

vismodegib advanced gastric 

adenocarcinoma 

NCT03052478 Yes 

vismodegib glioblastoma NCT03158389 Yes 

vismodegib advanced solid tumors NCT03297606 Yes 

        

 

Table 2: Examples of ongoing trials of Hh inhibitors in cancer. 
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Abstract 

Radiation, alkylating agents, and platinum-based chemotherapy treatments 

eliminate cancer cells through the induction of excessive DNA damage. The resultant 

DNA damage challenges the cancer cell's DNA repair capacity. Among the different 

types of DNA damage induced in cells, double-strand breaks (DSBs) are the most lethal 

if left unrepaired. Unrepaired DSBs in tumor cells exacerbate existing gene deletions, 

chromosome losses and rearrangements, and aberrant features that characteristically 

enable tumor progression, metastasis, and drug resistance. Tumor microenvironmental 

factors like hypoxia, inflammation, cellular metabolism, and the immune system 

profoundly influence DSB repair mechanisms. Here, we put into context the role of the 

microenvironment in governing DSB repair mechanisms. Implications: This minireview 

presents an important consideration for therapies that specifically target sustenance of 

cancer cells by the tumor microenvironment and highlights key considerations to 

overcome resistance to DNA damage-inducing therapies. 

 

 

 

 

 

 

Keywords: DNA double-strand break repair, tumor microenvironment, 

inflammation, hypoxia, immune checkpoints, cellular metabolism. 
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Introduction 

DNA repair during carcinogenesis 

Genomic stability is essential to guarantee the inheritance of correct genetic 

information. Nevertheless, endogenous or exogenous environmental factors can act as 

DNA-damaging agents leading to genetic alterations (1). Endogenous factors include 

byproducts of cell metabolism, while exogenous agents encompass ionizing radiation, 

ultraviolet light (UV), and chemotherapeutic drugs (1). Integrity of DNA is vitally 

important as mutations can lead to carcinogenesis (2). Since the resolution of DNA 

lesions is critical to cell survival, repair processes are in place to protect DNA integrity 

(2). These repair processes involve the activation of the cell cycle checkpoints (CHK1, 

CHK2, p53, p21) to stall the cell cycle, removal of mutagenic lesions in DNA, and cell 

death through apoptosis or senescence if repair fails (1). The goal is to avoid erroneous 

information being passed to the progeny and to potentially interrupt neoplastic 

transformations.  

Genomic instability is a characteristic of most cancers. This is supported by the 

observation that tumor cells often have unchecked proliferation, chromosomal 

translocations, and aneuploidy as a consequence of mutagenic lesions in DNA (2). 

Furthermore, mutations in DNA repair genes form the basis of many hereditary cancers 

underscoring their importance in oncogenesis (3-5). Xeroderma pigmentosum (XP) is a 

hereditary disease caused by a defect in nucleotide excision repair (NER) and predisposes 

individuals to skin cancer (3). Likewise, germline mutations in the DNA repair gene 

ataxia telangiectasia mutated (ATM), can lead to increased sensitivity towards ionizing 

radiation, humoral and cellular immunodeficiency, and pre-disposition to cancer (3). 
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Individuals with AT have ~60-180 times increased risk of developing cancer that 

primarily includes lymphomas and leukemia (3).  The pre-disposition to cancer is most 

likely associated to impaired DNA damage repair given ATM’s role in DNA damage 

repair and cell cycle progression (3, 4). Germline mutations in BRCA genes, which are 

involved in homologous recombination, predispose the individual to breast and ovarian 

cancer. Approximately 5–7% of all hereditary breast cancers have BRCA gene mutations 

(5).  

Complementing surgery, current treatment modalities in cancer include strategies such as 

ionizing radiation, alkylating agents, and platinum-based chemotherapy all of which 

induce excessive DNA damage (1). The ensuing DNA damage warrants effective DNA 

repair capacity, which may be limited in tumor cells. Compared to normal cells, cancer 

cells have a higher accumulation of DNA damage and build-up of replicative stress due 

to faulty cell cycle checkpoint activation (1, 2). In a normal cell, such mutational burden 

would mean cell death. However, cancer cells utilize mutagenic repair pathways to their 

advantage and escape death (2). Since cancer cells already have a higher mutational load, 

targeting their repair capacity provides a therapeutic window where the cytotoxicity of 

anticancer agents can be boosted. Based on the nature of the DNA lesion, single- or 

double-strand breaks, the cell invokes specific mechanisms to repair the damage. 

Summarized below are a variety of repair mechanisms that are employed by cells 

depending on the type of DNA lesion. 

Major single-strand DNA break (SSB) repair pathways  

SSBs are highly common in cells and are efficiently repaired through specific 

SSB repair processes (6). NER removes lesions that could potentially lead to helix 
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distortion, particularly those induced by UV. In eukaryotes, it involves the removal of a 

24–32 nucleotide stretch of DNA directed by endonuclease activity and restoration by 

DNA polymerase activity (6). Base excision repair (BER) recognizes DNA bases 

damaged by oxidation, deamination, and alkylation. DNA glycosylase initiates BER by 

recognizing and removing damaged bases, which are processed by the APE-1 

endonuclease and later restored through DNA polymerase and a ligase (7). Mismatch 

repair (MMR) recognizes incorrectly paired bases, and recruits repair proteins to 

damaged sites. Exonuclease 1 (EXO1) removes the mismatch, then polymerase D fills the 

gap and seals the nick through DNA ligase1 (LIG1) (8). The direct repair mechanism 

reverses oxidative lesions created by methylating agents. This is a single-step process 

mediated by the enzymatic activity of methylguanine methyltransferase (MGMT) that 

removes the alkyl group from the oxidative lesion in DNA. Following repair, MGMT 

undergoes rapid self-degradation (6). Unrepaired SSB in proliferating cells can lead to 

the collapse of DNA replication forks and might even result in the formation of DSBs (1). 

 

Cellular kinase processes in DSBs repair 

Immediate response to genotoxic stresses leading to DSBs is carried out by the 

damage-sensing MRN (MRE11-RAD50-NBS1) complex. The MRN complex plays a key 

role in activating ATM, a DNA-damage signaling kinase (9). ATM responds to DNA 

damage throughout the cell cycle and is mainly responsible for phosphorylation of the 

histone H2A variant H2AX at serine 139 to generate phosphorylated H2AX (γ-H2AX). 

γ-H2AX formation at sites of DSBs makes it a surrogate marker for DSBs (10, 11). Other 

phosphatidylinositol-3-OH-kinase-like family members including DNA-PKcs (the 
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catalytic subunit of DNA-dependent protein kinase) and ataxia telangiectasia and Rad3-

related (ATR) also have redundant functions in phosphorylating H2AX. ATM also 

phosphorylates checkpoint kinase 2 (CHK2) (12). ATM-CHK2 signaling is important to 

ensure activation of DSB repair through the accumulation of DNA repair proteins and 

chromatin-remodeling complexes (9, 11). 

 

Major DSB DNA break repair pathways   

DSBs are created by genotoxic agents commonly used in the treatment of cancer. 

For example, radiotherapy, radiomimetics, bifunctional alkylators, topoisomerase 

inhibitors, and replication inhibitors can all lead to DSBs (Fig 1). DSBs caused by these 

agents can be resolved through the following DSB repair pathways. 

 

Homologous recombination (HR). depends on a homologous sister chromatid DNA 

strand for repair and hence requires cell cycle progression into the S/G2 phase (Fig 2). An 

early step of DSB repair involves recruitment of the MRN nuclease. DNA end resection 

is coordinated by MRN proteins resulting in single strand 3’ overhangs (reviewed in 

(13)). The MRN complex aids in the recruitment of p53 binding protein 1 (53BP1) and 

BRCA1. BRCA1 and C-terminal binding protein-Interacting Protein (CtIP) promote 

DNA end resection leading to HR (14). During the G1 phase of cell cycle, replication 

timing regulatory factor 1 (RIF1) is recruited to DSBs by 53BP1 (15, 16). Together, 

53BP1 and RIF1 antagonize HR by inhibiting accumulation of BRCA1 at damage sites 

favoring non-homologous end joining (NHEJ). However, during the G2 phase of cell 

cycle, RIF1 accumulation is antagonized by BRCA1, leading to a switch to HR (15, 16). 
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Replication protein A (RPA) protects the single strands and facilitates the recruitment of 

HR proteins like BRCA1, BRCA2, partner and localizer of BRCA2 (PALB2), RAD51, 

X-ray repair cross-complementing protein 2 (XRCC2), and XRCC3. During the 

recombination process, the 3’ overhangs invade the sister chromatid to form a hetero-

duplex (13). End processing is completed by excision repair cross-complementing group 

1 (ERCC1), and DNA end gaps are filled by DNA polymerase. This is a high-fidelity 

repair mechanism and does not generate mutations during the repair process (13, 17).    

 

Non-Homologous End Joining (NHEJ) .  is the other major pathways that repairs DSBs 

in mammalian cells. NHEJ involves rapid end-ligation of broken DNA ends regardless of 

the stage of the cell cycle (Fig 2). NHEJ in mammalian cells requires the Ku70/80 

heterodimer, DNA-PKcs, XRCC4 (X-ray repair cross-complementing protein 4), DNA 

ligase IV (LIG4), Artemis, and XRCC4-like factor (XLF) (reviewed in (18). The broken 

DNA ends are tethered by the Ku70/80 heterodimer. DNA-PKcs is recruited to the repair 

site forming the DNA-PK complex.  DNA-PKcs can be auto-phosphorylated or 

phosphorylated by ATM (19). The DNA-PK complex phosphorylates H2AX, XRCC4, 

DNA ligase IV (LIG4), and XLF. The end ligation process through NHEJ needs DNA 

end-processing and activity of DNA polymerases mu and lambda, which can be error-

prone (18). Ligation also needs the DNA ends to be altered, and such alteration can 

include removal of damaged nucleotides, and addition or removal of undamaged 

nucleotides. While NHEJ is a predominant DNA DSB repair pathway in mammalian 

cells following radiation, this repair process can lead to chromosomal rearrangements 

(18, 20). 
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Alternative NHEJ.  pathways were first discovered in Ku70-deficient yeast cells. 

Compared to classical NHEJ, alternative NHEJ is 20-fold less efficient (21, 22). The 

microhomology-mediated end joining (MMEJ) repair pathway exists as a backup when 

NHEJ repair proteins like DNA-PKcs and Ku70/80 are compromised and HR is limited. 

This alternative NHEJ pathway is reliant on micro-homologous regions of 5-25 base 

pairs. Unlike the canonical NHEJ pathway, MMEJ always results in losses of sequence 

(22). Therefore, this pathway leads to excessive genomic deletions and chromosomal 

translocations.  

DSB repair proteins serve important functions in cancer cell survival. Even a 

single DSB has the ability to cause cell death if left unrepaired. In several tumor types 

like breast cancer, lung cancer, leukemia, and lymphoma, a high proportion of DSB 

repair genes are overexpressed when compared with other DNA repair pathways (23). As 

such, it is imperative to understand how DSB repair can be inhibited in tumor cells, so 

that current cancer therapies can be more effective. The tumor cells’ response to DNA 

damage is governed by the integration of complex cellular and environmental cues. 

Therefore, in the ensuing sections of this review, we will put into context the impact of 

microenvironmental factors in directing DSB repair pathways. 

 

Microenvironment and DSB DNA repair 

Hypoxia and DSB repair 

Hypoxia is characterized as a low oxygen condition prevalent in the tumor 

microenvironment. The oxygen availability in hypoxic regions is diminished due to rapid 

tumor proliferation and poor vasculature (24). Most advanced solid tumors, including 
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those of the breast, head and neck, pancreatic, lung, brain, prostate, and cervix, have 

hypoxic regions. The presence of hypoxia clinically correlates with poor prognosis in 

patients (25). The HIF-1α transcription factor is upregulated in response to hypoxia; this 

activates expression of several target genes that collectively orchestrate increased 

angiogenesis, metabolic reprogramming, and survival (26). In normoxic conditions, 

oxygen-activated proline hydroxylase (PHD) regulates HIF-1α through post-translational 

modifications. PHD hydroxylates HIF-1α at its two proline sites and marks it for 

degradation. Hydroxylated HIF-1α is then ubiquitinated by an E3 ligase, called von 

Hippel Lindau protein (VHL), leading to its degradation by the 26S proteasome (24). In 

contrast, lack of oxygen in hypoxic conditions inactivates hydroxylation reactions leading 

to rapid accumulation of HIF-1α and HIF-2α which can heterodimerize with HIF-1β and 

bind to the hypoxia response element (HRE) sequence in target genes (27). 

The hypoxic tumor microenvironment confers tumor cells with resistance to 

chemo- and radiotherapy (28). In hypoxic conditions, tumor cells are less prone to 

ionizing radiation-induced damage than in normal conditions. Hall et al. compared doses 

needed for sensitizing mammalian cells under hypoxic versus normoxic conditions and 

found that it takes a dose of 1 Gy to sensitize 99% cells under normoxic conditions; 

however, only 50% of hypoxic cells are sensitized at the same dose (29). Ionizing 

radiation creates DNA damage through a process that involves free radical formation. 

These free radicals create a variety of DNA lesions. In hypoxia, low oxygen levels 

compromise the generation of reactive oxygen species (ROS), and tumor cells are 

therefore more resistant to radiation therapy (30). Similarly, chemotherapeutic drugs are 
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less effective in hypoxic conditions due to their low efficacy in the absence of oxygen 

(28).  

Hypoxia drives genetic instability through the impairment of DSB repair via 

transcriptional, translational, and epigenetic regulation of several important repair 

proteins like DNA-PKcs, Ku70/80, BRCA1, and RAD51 (31). Hypoxia regulates DSB 

repair and has distinct effects depending on the chronic (longer than 24hr) versus acute 

(shorter than 24hr) state of hypoxia. In response to acute hypoxia, ATM-CHK2 signaling 

is activated and leads to increased cell survival (32). In addition, DSB repair proteins are 

involved in HIF-1α stability. Under hypoxia, activated ATM phosphorylates HIF-1α at 

serine 696, stabilizing HIF-1α (33). BRCA1 and DNA-PKcs both interact with HIF-1α 

and regulate its stability as well (34, 35). Studies in prostate cancer using NHEJ and HR 

reporter plasmids to assess DSB repair show that chronic hypoxia engages NHEJ and 

restricts HR (36). Hypoxia induces p130 dephosphorylation and nuclear localization 

leading to activation of HIF-independent stress signaling that facilitates formation of the 

repressive E2F4/p130 complex. The E2F4/p130 complex binds to the E2F site in the 

proximal promoter of RAD51 and BRCA1, leading to decreased expression of their 

transcripts (37, 38). Hypoxia-mediated downregulation of RAD51 expression is also 

observed in vivo (38).  There are, however, conflicting reports on the functional 

involvement of NHEJ in hypoxia. Meng et al. reported that hypoxia elicits 

downregulation of both, HR and NHEJ-related RNA expression in prostate cancer (39). 

Another set of reports complement these observations. Tsuchimoto et al. report that 

DNA-PKcs activity and RNA expression are inhibited under hypoxia (40). Also, Lara et 

al. reported that expression of Ku70/80 are downregulated in the hypoxic regions of 
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cervical tumors from patients (41). This is confounded by evidence from Um et al. that 

DNA-PKcs and Ku70/80 protein expression are upregulated under hypoxia and lead to 

increased stabilization of HIF-1α (35). Similarly, Bouquet et al. found that DNA-PKcs is 

activated under hypoxia and stabilizes HIF-1α but does not activate and recruit the 

XRCC4–DNA-ligase-IV complex (42). While it is likely that cellular responses of DNA 

repair to hypoxia are context-dependent, it is evident that hypoxia contributes 

significantly towards cellular choices of DSBs repair through modulating HR and NHEJ 

repair proteins, thereby making cells less sensitive to DNA damage. 

 

Crosstalk between DSB DNA damage response and immune cells 

Studies evaluating links between DNA damage response and innate immunity 

discovered possible crosstalk mainly via the stimulator of interferon genes (STING) 

pathway. Cyclic GMP-AMP synthase (cGAS) detects cytosolic double-stranded DNA 

(dsDNA) leading to the synthesis of cyclic GMP-AMP, a secondary messenger that binds 

to the adaptor protein STING (43). The STING protein is activated and shuttled from the 

endoplasmic reticulum to the perinuclear endosome where it phosphorylates TANK-

binding kinase 1 (TBK1). TBK1 then activates interferon regulatory factor 3 (IRF-3) and 

nuclear factor kappa B (NF-kB) required for expression of type I interferon, subsequently 

enhancing a pro-inflammatory innate immune response (43, 44).  

Eliciting anti-tumor response by innate immune cells requires cross-presentation 

of tumor antigens. Woo et al. demonstrate that the STING pathway has an important role 

in activating dendritic cells (DCs), interferon beta (IFN-β) expression, and priming of 

CD8+ T cells in vivo (45). STING-deficient mice fail to reject immunogenic tumors 
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compared to wild type mice due to a defect in induction of critical factors including IL-

12, CXCL9, CD86, and CD40 in CD8α+ DCs (45). STING activation in DCs enables 

antigen presentation by major histocompatibility complex class I (MHC I) necessary for 

T cell activation (Fig 3) (43, 46).  

It is unclear how DCs uptake tumor-derived DNA, but increased genomic 

instability through DSB damage may increase fragmented DNA for uptake by DCs. 

Chromosomal instability aids in the production of cytosolic dsDNA and facilitates 

metastasis in a cGAS-STING dependent manner (47). DSB-inducing agents like 

etoposide and DSB repair deficiency (BRCA- and ATM-deficient tumor cell lines) 

reportedly increase activation of type I signaling responses in a STING-dependent 

manner (48-50). Additionally, activation of the STING pathway in DCs is essential for 

irradiation-induced anti-tumor effects. In DCs, STING is important for IFN-induction 

following radiation (51). Recently, DSB-induced micronuclei have also been reported to 

stimulate cGAS-mediated STING activation during mitotic progression (52, 53). cGAS 

binds to γ-H2AX-positive micronuclei formed by rupture of the nuclear membrane 

following irradiation (53).  

Although cytoplasmic cGAS has been well-characterized to have a role in DNA 

sensing in immune and tumor cells, a recent study shows that nuclear cGAS promotes 

tumor growth in vivo (54). Nuclear cGAS localizes at sites of DSBs after DNA damage, 

co-localizes with γ-H2AX, and interacts with poly ADP-ribose polymerase (PARP). 

cGAS interaction with PARP inhibits HR through downregulation of RAD51 and RPA2 

(54). cGAS-STING pathway activation also has a supporting role in tumor growth and 



 49 

metastasis (47, 55, 56).  Hence, it is important to cautiously optimize treatment 

conditions to target the tumor while activating the innate immune response. 

Apart from cGAS, several other DSB repair proteins also are described as DNA 

sensors. Cytoplasmic DNA-PK and MRE11 act as sensors and activate type I IFNs in 

fibroblasts and in bone marrow-derived DCs, respectively (57, 58). Ku70 functions as a 

cytosolic DNA sensor but activates type III IFN through IRF-1 and IRF-7 (59).  In DCs, 

RAD50 interacts with the innate immune adapter CARD9. The introduction of viral DNA 

or dsDNA leads to the formation of a RAD50, CARD9, and dsDNA complex that 

induces NF-kB signaling for IL-1β production (60). These studies indicate that DNA 

damage repair proteins are not limited to preserving DNA integrity in the nuclear 

compartment, but also have important cytoplasmic functions that intersect with innate 

immune cell responses.  

 

Inflammatory microenvironment and DSB repair 

Inflammation plays a major role in protecting against invading pathogens and in 

the tissue repair process; however, prolonged inflammation can have an adverse effect if 

left unchecked. The persistence of chronic inflammation in the tumor microenvironment 

promotes tumor growth through the recruitment of macrophages and unregulated tissue 

repair (Fig 3) (61). Macrophages in the tumor microenvironment release pro-

inflammatory cytokines and aid in genomic instability through the production of ROS 

and reactive nitrogen species (RNS) (62).  ROS generation in itself does not lead to 

DSBs, but ROS-induced DNA damage can create DSBs (63). ROS-induced DNA 

damage in transcriptionally active sites creates DNA-RNA hybrids called R-loops and 
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needs transcription-coupled HR to resolve them (63, 64). Additionally, RNS and 

superoxide have been found to induce HR at a chromosomally integrated direct repeat in 

mammalian cells (65). Interestingly, RNS-induced DSBs mediate innate immune 

function in macrophages (66). ROS AND RNS activate ATM and DNA-PKcs by 

inducing DSB, which consequently promote inflammasome activation in macrophages 

and immune response by NK cells (66). Initiation of the DNA damage response in the 

activated macrophages requires type I IFN signaling culminating in the production of IL-

1β and IL-18 (66). In addition to activated macrophages, physiological DSBs such as 

VDJ recombination in developing lymphocytes serve an important function with respect 

to maturation, migration, and homing of immune cells (67). 

The NF-kB transcription factor, the master regulator of inflammation, promotes 

HR through interaction with CtIP-BRCA1 complexes resulting in BRCA1 stabilization 

(68). DSBs can lead to ATM-mediated NF-kB activation (69). ATM-mediated signaling 

can potentially activate NF-kB-mediated cytokine expression (IL-6, IL-8, etc.) and 

modulate functions of immune cells (70). Several cytokines like transforming growth 

factor beta (TGF-β), interleukin-6 (IL-6), and tumor necrosis factor (TNF) also activate 

ATM kinase (reviewed in (71)). In fact, TGF-β offers protective effects on cellular 

survival against γ-radiation-induced DSBs through eliciting NHEJ repair (72). 

Additionally, increased γ-H2AX has been observed in various stages of lung 

cancer development during multistep progression in an inflammation-mediated rat lung 

cancer model (73). Similarly, mice that were exposed to cerulein, an inducer of 

pancreatic inflammation, demonstrated increased cell proliferation and elevated γ-H2AX 

levels. An increase in HR DSB repair was observed in inflammation-induced DNA 
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damage (74). These findings suggest that inflammation promotes genomic instability 

synergistically with replication stress-induced DNA damage. 

 

DSB and immune checkpoint regulation 

Recent studies have found that DSBs in cancer cells induce immune receptor 

ligand expression that can stimulate innate immune cells. Natural killer group 2D 

(NKG2D) receptor recognizes ligands on cancerous and infected cells (75). Expression of 

the NK2G2D ligand makes tumor cells susceptible to surveillance by immune cells. 

NKG2D ligands can activate NK cells, CD8+ Tcells, and γδ T cells and are rarely 

expressed in normal cells. NKG2D is induced when cells undergo viral infection, 

replicative and genotoxic stress, or malignant transformation (76). Genotoxic agents 

stimulate NKG2D ligand expression on mice and human tumor cell lines (77). Another 

activating receptor involved in NK-cell–mediated tumor cell killing is DNAX accessory 

molecule-1 (DNAM-1), expressed on the majority of T cells, NK cells, and macrophages 

following DNA damage. Both NKG2D and DNAM-1 ligands are also expressed on 

multiple myeloma cells in an ATM/ATR-dependent manner under conditions of 

genotoxic stress (77, 78). Pharmacological inhibition of ATM, ATR, or CHK1 reduced 

NKG2D ligand expression on myeloma cells (78). Taken together, these evidence 

suggests that DSBs in cancer cells enhance expression of NKG2D ligand that serves to 

stimulate the innate immune response. 

Furthermore, genotoxic stress like ionizing radiation increases programmed 

death-ligand (PD-L1) expression on tumor cells. Elevated PD-L1 expression in tumor 

cells corresponds with better responses to anti-PD-1 and anti-CTLA-4 therapy through 
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immune system activation (79). This is supported by IHC staining in lung squamous cell 

carcinoma that shows a positive correlation between γ-H2AX and PD-L1 expression (80), 

indicating a possible link between DSBs and PD-L1 expression. Combining ionizing 

radiation with anti-CTLA4 therapy improved survival in patients with metastatic 

melanoma (79). Blockade of the PD-1/PD-L1 interaction using anti-PD-1 rescued T cell 

activity and delayed tumor growth in mice (79). Sato et al. have recently reported a novel 

link between DSBs and upregulation of PD-L1 expression in cancer cells. DSBs 

upregulate PD-L1 expression in an ATM/ATR/CHK1-dependent manner and engage 

activation of STAT1/STAT3, leading to IRF1 mediated upregulation of PD-L1 (81). 

Similarly, BRCA1/2-mutated high grade serous ovarian cancer was associated with 

higher association with neoantigen loads, increased CD3+ and CD8+ tumor-infiltrating 

lymphocytes, and PD-L1 expression (82). Also, metastatic melanoma patients harboring 

BRCA2 mutations showed higher genomic mutational loads than those with wild type 

BRCA2-wildtype. Patients with loss-of-function BRCA2 mutations showed improved 

survival in response to anti-PD-1 therapy (83). Overall, the use of immune checkpoint 

inhibitors in combination with agents that impair DSB repair may present an effective 

approach to treat cancers that have failed anti-PD-1 monotherapy. 

Cellular metabolites and DSB repair pathway 

Although not directly microenvironment-derived, cellular adaptation to the 

microenvironment leads to the production of distinct metabolites in tumor cells. 

Emerging studies show that such metabolites play a critical role in DNA repair (84). 

Hypoxia and mutant isocitrate dehydrogenase (IDH) and can lead to the production of the 

oncometabolite 2-hydroxyglutarate (2-HG) (85). Sulkowski et al. reported that IDH1/2-
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mutant cells are deficient in HR due to 2-HG-mediated inhibition of α-ketoglutarate-

dependent dioxygenases (85). ATP-citrate lyase (ACLY), which regulates the availability 

of acetyl-CoA, increases nuclear acetyl-CoA localization and subsequently histone 

acetylation to favor HR. Histone acetylation at DSB sites promote BRCA1 recruitment 

and inhibits 53BP1 recruitment, thus, promoting HR-mediated DNA repair (86, 87). 

Interestingly, irradiation-mediated DNA damage activates DNA-PK-dependent 

phosphorylation of chromatin-associated fumarase, further enhancing fumarate 

production and DNA-PK complex at sites of DSB, resulting in increased NHEJ repair 

(88). Similarly following irradiation, N-acetyl-glucosamine and O-GlcNAcylation 

promotes histone methylation by enhancer of zeste homolog 2 (EZH2) (89). This post-

translational modification by EZH2 enhances H3K27 trimethylation, an important 

determinant in NHEJ repair (89, 90). Pyruvate kinase M2, a master regulator of metabolic 

reprogramming, also promotes HR through phosphorylation of CtIP in glioblastoma (91). 

Irradiation induces CtIP phosphorylation and nuclear localization in an ATM-dependent 

manner (91). Currently, the field of cellular metabolism and how it affects cellular DNA 

repair is expanding. Understanding the interplay between microenvironment-induced 

metabolites and DNA repair defects would provide an important context for improving 

treatment efficacy.  

 

Crosstalk between tumor microenvironment and SSB 

Apart from the DSB repair pathway, SSB repair pathways are also impacted by 

the tumor microenvironment. We will briefly summarize the topic, although several 

reviews highlight the impact of the tumor microenvironment on SSB. Hypoxia has a 
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long-term effect on MMR through downregulating both mRNA and protein levels of 

MLH1 and MSH2 (reviewed in (31)). NER capacity is decreased in chronic hypoxia; 

however, the inhibitory effect of hypoxia on NER is not conclusive (31). During 

inflammation, oxidative stress impairs MMR by downregulating the expression of MutS 

homolog 6 (MSH6) (92). Additionally, in conditions of chronic inflammation, ROS can 

downregulate BER by activating the inflammasome (64). Colorectal cancer patients with 

MMR deficiency show greater infiltration of T cells and higher microsatellite instability 

indicating a robust crosstalk between MMR and immune cells (93).  In fact, tumor with 

high microsatellite instability is a strong indicator of responsiveness to anti-PD1/PD-L1 

immunotherapy (94) 

 

Targeting DSB repair pathways in cancer 

PARP is an ADP-ribosylating enzyme that is involved in BER and alternative 

NHEJ (95). Inhibition of PARP increases DSBs, which are normally repaired by HR. In 

BRCA-mutant cancers, PARP inhibitors (Table 1) lead to increased apoptosis due to 

synthetic lethality (95). Phase 3 clinical trials of PARP inhibitor monotherapy with 

olaparib or talazoparib, showed an improved progression-free survival compared to 

standard chemotherapy in germline BRCA-mutated and HER2-negative advanced breast 

cancer patients (96, 97). Based on these results, olaparib and talazoparib are now FDA-

approved for the treatment of advanced germline BRCA-mutated breast cancer. 

Similarly, olaparib, rucaparib, and niraparib are currently FDA-approved for the 

treatment of advanced BRCA-mutated and platinum-sensitive ovarian cancer (95, 98, 

99). The benefit of PARP inhibitors as monotherapy in BRCA1/2 mutant prostate cancer 
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is currently being investigated in clinical trials (100). As yet, there is no reliable indicator 

to determine the benefit of PARP inhibition beyond BRCA mutations, but other DNA 

repair defects remain an active area of investigation (100, 101). However, combination 

therapy is likely to yield a better response (102).  

Several clinical trials are currently assessing the use of DSB repair protein 

inhibitors in combination with immunotherapy, DNA damaging agents, topoisomerase 

inhibitors, and chemotherapy (Table 2). Clinical strategies to target ATM, ATR, and 

CHK in combination with PARP inhibitors are in clinical trials (NCT02588105, 

NCT03022409, and NCT03057145). Also, the efficacy of DNA-PKcs inhibitors in 

combination with radiotherapy is being tested in the clinic (NCT02516813). PARP 

inhibitors in combination with PD-1 inhibitors (NCT03522246), and topoisomerase 

inhibitors (NCT00588991) are also in trials. ATR inhibitors are also being tested in 

combination with PD-1 inhibitors and chemotherapy (NCT02264678). 

Dinaciclib targets cyclin-dependent kinases upstream of HR and blocks 

phosphorylation of BRCA1 and EXO1. This activity of dinaciclib is the likely reason that 

it sensitizes tumor cells to the PARP inhibitor veliparib in a preclinical model of multiple 

myeloma (103). The efficacy of using dinaciclib with veliparib is currently being tested 

in the clinic in advanced cancers (NCT01434316). Similarly, preclinical studies showed 

that hypoxia compromises HR by downregulating BRCA and RAD51 (36, 37). A 

phase1/2 trial of cediranib, a pan-vascular endothelial growth factor (VEGF) 1-3 inhibitor 

regulated by HIF-1α, in combination with olaparib in patients with platinum-sensitive 

ovarian cancer, has already shown improved progression-free survival compared to 

olaparib alone (99, 104). Cediranib is also currently in a clinical study in combination 
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with olaparib in prostate cancer (NCT02893917). In addition to the FDA-approved drugs, 

small molecule inhibitors of CHK1/2, WEE1, ATM, ATR, and DNA-PKcs have shown 

promising results in preclinical studies (reviewed in (105). Overall, preclinical evidence 

suggests that immune checkpoint inhibition synergizes with PARP inhibitor treatment in 

HR-deficient tumors; clinical trials investigating this hypothesis are ongoing. 

 

Conclusions 

Genome integrity and maintenance through repair pathways are paramount for 

normal cellular function. Cancer cells with mutations in one or more of these DNA repair 

pathways are dependent on the remainder of the functional repair pathways. Current 

therapies seek to target these functional DNA repair pathways in cancer for synthetic 

lethality. BRCA mutations are abundant in different cancers; hence, DSB repair pathways 

may present as viable therapeutic targets. In the clinics, the success of PARP inhibitors 

for BRCA1/2-mutated ovarian cancer has opened doors for exploring different strategies 

that combine PARP inhibitors with conventional therapies for durable responses. The role 

of the tumor microenvironment is an important consideration in developing therapeutics 

that target DNA repair-deficient cancer cells. Chronic hypoxia, inflammation, and 

checkpoint activation all play critical roles in facilitating these repair choices. Another 

developing area of research is exploring the effects of mechanical forces, stroma, and 

stromal cells in the tumor microenvironment. Tumor cells experience physical stress and 

are in a constant crosstalk with the stromal cells and stroma; thus, it is essential to 

identify the nature of DNA damage and repair evoked by these factors. As such, new 
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insights into the relationship between tumor microenvironment and DNA damage repair 

present a critical area of investigation to treat cancer effectively. 
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Figure 1. DSBs-inducing agents used for the treatment of cancer.  
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Figure 2. Cellular DSBs are repaired mainly through HR and NHEJ; both 

mechanisms involve distinct repair proteins. Tumor microenvironment factors like 

hypoxia, inflammation, immune cells, genotoxic stress, and cellular metabolites influence 

the DSB repair in the cell. 
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Figure 3. The solid tumor microenvironment comprising hypoxia, inflammation, 

and immune cells impact DSB repair pathways in cancer cells. The diagrams were 

drawn using motifolio drawing toolkits (www.motifolio.com). A. In DCs, the presence of 

dsDNA activates the cGAS-STING pathway and leads to activation of IRF-3 and NF-kB 

enhancing the pro-inflammatory immune response. B. DSB-mediated expression of 

cellular cytokines, chemokines, and crosstalk between stromal cells in the solid tumor 

microenvironment serves important function in immune cell homing and migration.  

 

 

 

 

 

 

 

 



 70 

DSB Repair Proteins DSB Repair Pathway Inhibitors References 

        

PARP Alt-NHEJ Olaparib, Niraparib, 

Ruvaparib, Veliparib 

(ABT-888), 

Talazoparib (BMN-

673) 

PMID: 28003236 

    

ATM Signaling (Kinase 

targets: CHK2, H2AX, 

NFkB, AKT, p53, 

IGF-1R) 

KU5593, KU60019, 

CP466722, AZ32, 

AZD8055, NU7026, 

VE-821  

PMID: 31299316, 

22079189 

 

CHK2 Effectors Prexasertib 

(LY2606368), Chk2 

Inhibitor II (BML-277) 

PMID: 27308506 

     
 

MRE11 Damage Sensors, 

Resection 

Mirin PMID: 29523233 
 

     
 

DNA-PKcs NHEJ (Kinase targets: 

CHK2, H2AX, p53, 

Artemis, Ligase IV) 

NU7441 (KU-57788), 

NU7026, LTURM34, 

CC-115 

PMID: 28820390 

 

 
 

Rad51 HR RI-1, RS-1, B02 PMID: 24856061 
 

 Ligase IV NHEJ SCR7 PMID: 23260137 
 

  

Table 1. Different DSB repair pathway proteins and their associated inhibitors. 
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NCT Number Conditions Interventions Target Phases Enrollment 

            

NCT03522246 Epithelial 

Ovarian Cancer 

Rucaparib, 

Nivolumab 

PARP, anti-PD-1 III 1012 

      

NCT03602859 Ovarian Cancer Niraparib, PARP, anti-PD-1 III 912 

TSR-042 

      

NCT03330847 Metastatic 

Triple Negative 

Breast Cancer 

Olaparib, 

AZD6738, 

AZD1775 

PARP, ATR, 

WEE1 

II 450 

      

NCT02975934 Metastatic 

Castration 

Resistant 

Prostate Cancer 

Rucaparib vs 

Abiraterone 

acetate or 

Enzalutamide or 

Docetaxel 

PARP III 400 

      

NCT02952534 Metastatic 

Castration 

Resistant 

Prostate Cancer 

Rucaparib PARP II 360 

      

NCT02854436 Prostatic 

Neoplasms 

Niraparib PARP II 301 

      

NCT03414047 Ovarian Cancer Prexasertib CHK1, CHK2 II 173 

      

NCT03307785 Advanced Non-

Small Cell 

Lung Cancer 

Niraparib, PARP, anti-PD-

1, anti-TIM-3, 

VEGF 

I 168 

TSR-042, 

TSR-022, 

Bevacizumab 

      

NCT02124148 Colorectal and 

Breast Cancer 

Prexasertib and 

Combination 

CHK1, CHK2 I 167 

      

NCT02203513 Ovarian, Breast, 

and Prostate 

Cancer 

LY2606368 CHK1, CHK2 II 153 

      

NCT03637491 Pancreatic and 

Non-Small Cell 

Lung Cancer 

Avelumab, 

Binimetinib 

and/or 

Talazoparib 

anti-PD-L1, 

MEK, PARP 

II 127 

            

Table 2. Current clinical trials targeting DNA DSB repair pathway proteins as mono- and 

combination therapy agents. Note: Currently active or recruiting 11 clinical trials are 

arranged according to the number of enrollment of participants (n>100) in the US, 

clinicaltrials.gov last accessed on Sep 26, 2019. 
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Abstract 

Ribosomal DNA (rDNA) consists of highly repeated sequences that are prone to 

incurring damage. Delays or failure of rDNA double-strand break (DSB) repair are 

deleterious, and can lead to rDNA transcriptional arrest, chromosomal translocations, 

genomic losses, and cell death. Here we show that the zinc-finger transcription factor 

GLI1, a terminal effector of the Hedgehog (Hh) pathway, is required for the repair of 

rDNA DSBs. We found that GLI1 is activated in triple-negative breast cancer cells in 

response to ionizing radiation (IR) and localizes to rDNA sequences in response to both 

global DSBs generated by IR and site-specific DSBs in rDNA. Inhibiting GLI1 interferes 

with rDNA DSB repair and impacts RNA polymerase I activity and cell viability. Our 

findings tie Hh signaling to rDNA repair and this heretofore unknown function may be 

critically important in proliferating cancer cells. 

 

 

 

 

 

 

 

 

 

Keywords: Cancer, Hedgehog signaling, ribosomal DNA, Double-Strand breaks repair, 

Non-homologous End Joining  
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Introduction 

Ribosomal DNA (rDNA) comprises repeated sequences encoding the 45S and 5S 

ribosomal RNAs (rRNAs) that form the basis of ribosome structure and function (1). 

These regions of chromatin are open and highly transcribed in actively proliferating cells 

in order to match their extensive metabolic demands, making them prone to incurring 

damage (2-4). Genome-wde mapping of DSBs shows a predilection for rDNA that leads 

to genomic rearrangements (2). Thus, chromosomal translocations in rDNA are among 

the most common genomic alterations in adult solid tumors (4). Delayed, erroneous, or 

incomplete repair of double-strand breaks (DSBs) in these loci can lead to deleterious 

chromosomal translocations, genomic instability, aneuploidy, and ultimately mitotic 

catastrophe and cell death (5-7). 

Cells have two major repair mechanisms in place to resolve DSBs: homologous 

recombination (HR) and non-homologous end joining (NHEJ). HR is cell cycle-

dependent and results in high-fidelity repair of DSBs, whereas NHEJ is cell cycle-

independent and comprises blunt end-joining that is more immediate but more error-

prone (8). NHEJ is the preferred repair pathway for rDNA DSBs (9), though they may 

also be resolved by HR machinery independent of the cell cycle as a contingency (10). 

Errors in repair can lead to loss of repeats and chromosomal translocations involving 45S 

rDNA loci, which are found on five different chromosomes (4). Delays in the resolution 

of rDNA DSBs result in the arrest of rDNA transcription by RNA polymerase I (Pol I) 

via an ATM-dependent mechanism (9). Unrepaired rDNA damage, especially of 45S 

rDNA, is deleterious (5). Thus, rDNA repair is an attractive target for novel cancer 

therapeutics. 
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We sought to investigate the role of Hedgehog (Hh) signaling in DNA 

repair. Previous work in our laboratory connected GLI1, a zinc-finger transcription factor 

that is a terminal effector of the Hh pathway, to the DNA single-strand 

break (SSB) repair via the nucleotide and base excision repair pathways (NER and 

BER). We showed that GLI1 upregulates expression of NER and BER genes in response 

to SSBs to facilitate their repair (11). Hh inhibition is also known to sensitize cancer cells 

to agents that induce DSBs, but the mechanisms by which Hh influences DSB repair are 

poorly understood (12,13). We hypothesized that induction of DSBs by ionizing radiation 

(IR) would result in cistromic changes in GLI1 in order to orchestrate the activation of 

DNA rpair programs. Unexpectedly, we found that GLI1 occupancy of rDNA loci is 

markedly enriched in response to IR and that GLI1 is required for timely repair of rDNA 

DSBs. 

 

Materials and methods 

Cell culture 

 SUM1315 cells were cultured in DMEM/F12 (Gibco) containing 5% heat-

inactivated FBS (Gibco), 10 μg/mL insulin (Sigma), and 25 ng/mL EGF (Sigma). MDA-

MB-468 cells were cultured in DMEM/F12 containing 10% FBS. SUM159 cells were 

cultured in DMEM/F12 containing 5% FBS, 10 μg/mL insulin, and 1 μg/mL 

hydrocortisone (Sigma). Culture media were all free of antibiotics and antimycotics 

unless otherwise stated. Cells were maintained at 37℃ in a humidified environment 

containing 5% CO2. 
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Hh/GLI1 inhibition 

 Cells were treated with 10 μM vismodegib (SelleckChem) or 10 μM GANT61 

(Tocris) solubilized in DMSO (Fisher) as stated in each figure. Unless otherwise noted, 

cells were treated with an inhibitor or vehicle control for 24 hours prior to 

irradiation. Where noted, SUM1315 cells were stably transfected with either a non-

targeted plasmid or shRNA directed against GLI1 as previously described (14) and 

maintained in selection with 300 μg/mL G418 (Gibco). 

Ionizing radiation 

  Cells were irradiated with the indicated doses using the X-RAD 320 (Precision) 

X-ray irradiator with exposures quantified using the UNIDOS E dosimeter (PTW). 

 

Chromatin immunoprecipitation and next-generation sequencing.  

SUM1315 cells were plated on 100 mm dishes (Corning). At approximately 90% 

confluence, they were either mock irradiated or irradiated with 4 Gy and crosslinked with 

1% formaldehyde (Fisher) at room temperature at the indicated times after irradiation. 

Where indicated, cells were pre-treated with DMSO or 10 μMGANT61 beginning 24 

hours prior to irradiation. After crosslinking, cells were harvested for chromatin 

immunoprecipitation (ChIP) using the SimpleChIP Plus Kit with Magnetic Beads (Cell 

Signaling) according to manufaturer’s protocol. Sonication was done with six 10-second 

pulses at 50% power using a FB-120 sonic dismembrator (Fisher), with 60-second rests 

on ice in between each pulse. After confirmation of shearing quality using agarose gel 

electrophoresis, 10 μg of crosslinked, sheared chromatin was used for each 

immunoprecipitation reaction, with 2% input controls saved for comparison. 
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GLI1 ChIP was performed using 3 μg of C-1 antibody (Santa Cruz). For 

standard ChIP analysis, equal volumes of eluted DNA were used for quantitative PCR 

and normalized to CT values of the corresponding 2% input control with the following 

formula: Percent Input = 2% x 2(CT 2% Input Sample - CT IP Sample). Nonspecific 

signals calculated from beads only controls were subtracted from each corresponding IP. 

Primers used are tabulated in Supplementary Table S1. For ChIP-Seq, 2% input controls 

and eluted DNA from ChIP reactions done in duplicate were submitted to an external 

vendor (GENEWIZ) for next-generation sequencing. ChIP-Seq data was aligned to the 

hg19 genome using BWA Aligner (15). Peak calling was done using 

MACS2 (16) (https://github.com/taoliu/MACS/tree/master/MACS2) and filtered for 

peaks of interest between -5000 and +2000 of transcriptional start sites. ChIP-Seq peaks 

were visualized using the Integrative Genomics Viewer (17). 

 

Immunoblotting 

 Cells were lysed in RIPA buffer (Millipore) containing HALT protease and 

phosphatase inhibitor cocktail (ThermoScientific) and sonicated to complete lysis. 

Lysates were clarified by centrifugation before protein concentrations were assayed using 

the Precision Red assay (Cytoskeleton). Equal masses were electrophoresed by SDS-

PAGE and wet transferred to PVDF membranes (BioRad). When probing for proteins 

with molecular weights over 200 kDa, precast gradient gels were used (Invitrogen 

and BioRad) and wet transfers were done at 30 V for 16 hours. Primary antibodies 

against γ-H2AX (Cell Signaling, 9718S), GLI1 (Cell Signaling, 2643S), fibrillarin (Cell 

Signaling, 2639S), I-SceI (Abcam, ab216263), 53BP1 (Cell Signaling, 4937S), phospho-
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53BP1 S1778 (Cell Signaling, 2675S), ATM (Cell Signaling, 2873S), phospho-ATM 

S1981 (Cell Signaling, 5883S), NBS1 (Cell Signaling, 3002S), phospho-NBS1 S343 

(Cell Signaling, 3001S), and β-actin (Sigma) were used, as well as secondary HRP-

conjugated antibodies against mouse and rabbit IgG (GE) when appropriate. 

Chemiluminescence images were captured using the Imager 600 (Amersham). 

Densitometry was calculated using ImageJ software (NIH). 

Immunocytochemistry 

 Cells were plated on poly-L-lysine coated coverslips (Corning) in 35 mm dishes 

(Corning) at a seeding density of 300,000 cells per dish and were fixed with 4% 

paraformaldehyde (Sigma) for 30 minutes followed with two washes with ice-cold PBS 

(Corning). The fixed cells were permeabilized in 0.1% Triton X-100 (Fisher) in PBS 

(PBST) for 15 minutes followed by blocking in 5% BSA (Fisher) in PBST for 1 hour. 

Cells were incubated overnight at 4℃ with 1:200 GLI1 (Cell Signaling, 2553S), 1:400 γ-

H2AX (Cell Signaling, 9718S), 1:400 fibrillarin (Cell Signaling, 2639S), and 1:200 

phospho-53BP1 S1778 (Cell Signaling, 2675S) primary antibodies in 5% BSA. 

Following three 10-minute washes with PBS, cells were incubated in the dark with 1:100 

secondary anti-mouse and anti-rabbit IgG antibodies conjugated to Alexa Fluor 488 and 

594 (Invitrogen) in 5% BSA, followed by three 10-minute washes in PBS before 

mounting with DAPI using VECTASHIELD (Vector Laboratories). Slides were 

visualized using an Eclipse TE2000-U microscope (Nikon) and representative images for 

γ-H2AX or phospho-53BP1 foci were captured at 100X magnification. Cells from 10 

random fields were counted for analysis of γ-H2AX or phospho-53BP1 foci at 30X 

magnification. Cells were considered positive for γ-H2AX or phospho-53BP1 foci if 10 
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or more foci were identified. Intensity of GLI1-Fibrillarin co-localization was determined 

using the manufacturer’s protocol for calculating binary intersection mean intensity in 

NIS-Elements (Nikon) software from five random 100X fields of similar cell density 

(approximately 10 cells per field). 

Confocal microscopy 

SUM1315 cells incubated for 1 hour at room temperature with 1:200 GLI1 (Cell 

Signaling, 2553S) and 1:200 phospho-53BP1 S1778 (Cell Signaling, 2675S) primary 

antibodies in 5% BSA. After washing, cells were incubated in 1:100 secondary anti-

mouse and anti-rabbit IgG antibodies conjugated to Alexa Fluor 488 and 594 (Invitrogen) 

in 5% BSA, followed by three washes in PBS before incubation for 1 hour with 1:50 

UBF Antibody (F-9) conjugated to Alexa Fluor 647 (Santa Cruz, sc-13125 AF647). The 

cells were stained with DAPI (Fisher) and mounted with VECTASHIELD (Vector 

Laboratories) and analyzed using a Nikon A1R Confocal Microscope at 60X. Intensity of 

phospho-53BP1-GLI1-UBF1 co-localization was determined using the manufacturer’s 

protocol for calculating binary intersection mean intensity in NIS-Elements (Nikon) 

software from five random confocal images. 

 

Nucleolar isolation 

 Nucleoli were purified using a published protocol (18) with minor adaptation. 

Cells were plated onto 100 mm tissue culture dishes in complete media. After reaching 

90% confluence, they were washed three times with cold PBS at pH 7.4 and were 

collected in a minimal volume of PBS using cell scraper. Pooled cells from at least 10 

dishes were centrifuged at 500 gfor 5 minutes. The Reference Volume (RV) was then 
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determined by visually estimating the volume of the cell pellet. Cell pellets were 

resuspended in 15 RV of Nucleoli Standard Buffer (NSB) (10 mM Tris-HCl, pH 7.4, 10 

mM NaCl, 1 mM MgCl2, and HALT protease and phosphatase inhibitor cocktail) and 

incubated on ice for 30 minutes. NP-40 (Roche) was then added to a final concentration 

of 0.3%. The cells were homogenized using a 7 mL Dounce homogenizer (Wheaton). 

The homogenate was centrifuged at 1200 x g for 10 min. The supernatant containing the 

cytoplasmic fraction was removed and the pellet was resuspended in 10 RV of 250 mM 

sucrose containing 10 mM MgCl2. Nuclei were then purified from the homogenate by 

centrifugation at 1200 g for 10 minutes through an 880 mM sucrose cushion containing 5 

mM MgCl2. Purified nuclei were resuspended in 10 RV of 340 mM sucrose containing 5 

mM MgCl2 and sonicated using several 10-second pulses with 60-second rests on ice 

between pulses. Membrane disruption was confirmed with phase contrast microscopy to 

ensure the absence of intact cells and that the nucleoli were devoid of their surrounding 

nuclei. Nucleoli were then purified from the homogenate by centrifugation at 2000 g for 

20 minutes at 4°C through an 880 mM sucrose cushion containing 5mM MgCl2. Purified 

nucleoli were resuspended in 340 mM sucrose containing the HALT inhibitor cocktail 

and stored at -80°C for later analysis. 

 

Luciferase reporter assay 

  Cells were counted by hemocytometer and plated at 25,000 cells per well in a 96-

well plate (Corning). After 24 hours, each well was transfected with 50 ng of 8XGli-BS-

Luc reporter plasmid (19) using FuGENE 6 (Promega). Twenty-four hours after 

transfection, they were irradiated with 4 Gy as noted. The experiment was terminated 6 
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hours later for measuring luciferase activity using the Luciferase Assay System 

(Promega) and a GloMax 20/20 Luminometer (Promega) according to manufacturer’s 

protocol. Experiments were performed in triplicate and normalized to total protein 

content as measured by Precision Red assay. 

 

Endogenous protein co-immunoprecipitation 

 SUM1315 cells were raised to confluence and treated as indicated. At the listed 

times, cells were washed in ice cold PBS and lysed in RIPA buffer containing HALT 

protease and phosphatase inhibitor cocktail. Lysates were kept on ice for 1 hour before 

being syringe-passed 15 times through a 21G needle and clarified by centrifugation at 

10,000 RPM for 10 minutes at 4℃. Protein concentration was measured by Precision Red 

and equal amounts of lysate (750 μg) were used for each immunoprecipitation and 

corresponding non-specific binding control, with 30 μg of whole cell lysate set aside as 

an input loading control. Lysates were incubated and rotated with or without α-GLI1 

(Cell Signaling, 2643S) for 16 hours at 4℃ before being added to 30 μL slurry of Protein 

A/G PLUS-Agarose beads (Santa Cruz, sc-2003) washed in PBS prior to use. After 4 

hours of rotation at 4℃, beads were isolated by centrifugation and washed in RIPA 

buffer 3 times before immunoprecipitated protein was released by adding denaturing 

sample buffer containing fresh β-mercaptoethanol and boiled at 95℃ for 5 minutes. 

Immunoblotting for GLI1 in this experiment was done with an antibody from a different 

source animal (Cell Signaling, 2553S) to avoid detection of potentially confounding IgG 

peptides.  
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RNA isolation 

 Cells were washed in ice cold PBS before RNA was harvested using 

the PureLink RNA Mini Kit (Ambion) according to manufacturer instructions. Quality of 

RNA was confirmed by A260:280 ratio and quantitated using the NanoDrop Lite 

spectrophotometer (Thermo Fisher). 

 

Quantitative PCR 

 When appropriate, cDNA was reverse transcribed from equal amounts (1 μg) of 

isolated RNA using the High Capacity Reverse Transcription Kit (Applied Biosystems). 

Quantitative PCR was done using the Step ONE Plus Real Time PCR System (Applied 

Biosystems) with either TaqMan Fast Advanced Master Mix (Applied Biosystems) or 

Maxima SYBR Green/ROX qPCR Master Mix (Thermo Scientific). TaqMan primers 

(LifeTech) used were GLI1 (Hs01110766_m1) and ACTB (Hs99999903_m1). Primers 

used for SYBR Green reactions are tabulated in Supplementary Table S1. For RNA 

polymerase I activity assays, cDNA was diluted 1:50 prior to use. All reactions were 

done in triplicate and expression relative to stated controls was calculated using the 

ΔΔCT method unless otherwise noted. 

 

Neutral comet assay 

Neutral comet assays were done using the CometAssay Kit (Trevigen) according 

to manufacturer’s protocol. Following staining with SYBR Gold (Invitrogen), 50 cells 

per slide well were analyzed using Comet Assay IV software (Instem). 
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 GFP-based NHEJ repair assay 

The reporter plasmid and assay have been previously described (20). SUM1315 

and MDA-MB-468 cells were transfected with the pimEJ5-GFP reporter plasmid using 

Lipofectamine 2000 (Invitrogen) according to manufacturer’s protocol and maintained in 

selection with 2 μg/mL puromycin (Sigma) for 4 weeks before resistant colonies were 

isolated and further expanded. 80,000 stably transfected cells were then seeded per well 

in a 12-well plate (Corning) in triplicate. After 24 hours, each well was transfected with 

2 μg of I-SceI plasmid using FuGENE 6 according to manufacturer’s protocol. Parallel 

transfection of GFP was done to estimate transfection efficiency. Media was replaced 

with the appropriate complete media containing either DMSO or 10 μM GANT61. Prior 

to harvest, cells were stained with 7-aminoactinomycin D (Invitrogen) as a viability 

control. Flow cytometry was done to quantify the percentage of GFP-expressing cells 72 

hours after transfection, with 100,000 events collected per sample. Data were analyzed 

using FlowJo (Tree Star). 

 

Luciferase-based NHEJ reporter assay 

The reporter assay has been previously described (20,21). pGL3-Control 

(Promega) plasmid was digested with HindIIII (Thermo Scientific) to create a double-

strand break between the promoter and firefly luciferase coding sequence. Digested 

plasmid was then treated with calf intestinal phosphatase (Thermo Scientific) to mitigate 

spontaneous re-ligation. Linearized plasmid was confirmed by electrophoresis and 

isolated using the Monarch DNA Gel Extraction Kit (New England Biolabs). Cells were 

plated at a density of 25,000 per well in a 96-well plate. After 24 hours, each well was 
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transfected with 50 ng of either linearized or uncut plasmid as well as 

10 pg of Renilla luciferase vector as a transfection efficiency control using FuGENE 6. 

Luciferase activity was measured 24 hours after transfection using the Dual Luciferase 

Reporter Assay System (Promega) and normalized to the Renilla luciferase signal. Data 

are reported as a percentage of the normalized firefly luciferase activity from cells 

transfected with uncut pGL3-Control plasmid. All assays were done in triplicate. 

 

RNA polymerase (Pol) I activity assay 

 The activity assay has been previously described (22). RNA Pol I activity was 

determined by using quantitative PCR to measure expression of two amplicons within the 

short-lived 5’ external transcribed spacer (ETS) region of the 47S pre-rRNA 

(Supplementary Table S1). RNA was isolated and used to generate cDNA as described 

above. cDNA was diluted 1:50 prior to quantitative PCR as described above. 

 

I-PpoI cleavage assay 

 Cells were transfected with pBABe-HA-ER-IPpoI (23) using FuGENE6 

according to manufacturer’s protocol. Sixteen hours after transfection, cells were plated 

in 35 mm dishes and subsequently treated with 1 μM tamoxifen (Sigma) or ethanol 

vehicle control as noted. Sixteen hours after initiating treatment, tamoxifen-containing 

media was replaced with complete media. Genomic DNA was isolated at the indicated 

time-points after tamoxifen withdrawal using the QIAamp DNA Mini Kit (Qiagen) and 

assessed for I-PpoI induced damage at 45S rDNA loci using quantitative PCR to measure 

an amplicon spanning the restriction site (Supplementary Table S1), such that unrepaired 
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breaks would reduce expression. 5 ng of genomic DNA was used for each reaction, 

which were done in triplicate and normalized to β-actin expression.  

 

Three-dimensional (3D) culture 

 SUM1315 and MDA-MB-468 cells were pre-treated with GANT61 for 24 hours 

and irradiated with 4 Gy. 200 µL of Cultrex 3D Culture Matrix Reduced Growth Factor 

Basement Membrane Extract (RGF BME) was added to a sterile 8 well chamber 

(Millipore) and allowed to solidify at 37°C for 30 minutes. Cells were trypsinized, 

counted by hemocytometer, and diluted in assay medium before seeding to a final density 

of 5,000 cells per well containing the 3D matrix. Assay medium was replaced every 4 

days. Cell growth was captured and analyzed on day 8 and day 16 for SUM1315 and 

MDA-MB-468 cells, respectively. A Nikon Eclipse TE2000-U microscope was used to 

visualize cells at 30X magnification. ImageJ software was used to measure spheroids. 

 

Colony formation assays 

 SUM1315 cells were treated for 24 hours with either DMSO or 20 μM GANT61. 

Cells were then mock irradiated or irradiated with 4 Gy as indicated. Four hours after 

irradiation, plates were washed with PBS and cells were trypsinizedfor counting by 

hemocytometer. Cells were seeded in triplicate in 6-well plates (Corning) at a density of 

1,500 cells per well in either DMSO- or GANT61-containing medium. Twenty-

four hours after seeding, media was gently aspirated and replaced with complete medium 

without drug. Alternatively, SUM1315 cells stably transfected with non-targeting shRNA 

or shGLI1 were irradiated and seeded as noted in complete medium containing G418 
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without replacement of media after plating. Ten days after seeding, plates were washed 

with PBS and cells were fixed using 4% PFA before staining with 0.1% crystal violet 

(Sigma) in 10% ethanol (Pharmco) for counting. 

 

I-PpoI Colony Formation Assay 

 SUM1315 non-targeting (NT) or shGLI1 were transfected with pICE-HA-NLS-I-

PpoI or empty vector using Fugene 6 as per manufacturer protocol. Briefly, cells were 

transfected in 60mm dishes, and 48 hours post transfection cells were seeded at low 

density in six well plates. Colonies were allowed to form 7-10 days post seeding. Foci 

were stained with 0.1% crystal violet and were counted using Image J analysis software. 

All experiments were done in triplicate and represented as percent change of I-

PpoI versus vector control. Statistical analysis was performed using a One-Way ANOVA 

and p values are indicated. pICE-HA-NLS-I-PpoI was a gift from Steve Jackson 

(Addgene plasmid # 46963; http://n2t.net/addgene:46963 ;RRID:Addgene_46963). 

 

MTS assay 

SUM1315 cells stably transfected with non-targeting (NT) shRNA or 

shGLI1 were seeded in a 96-well plate at a density of 5000 cells per well in either plain 

media or (0.1, 0.5, 1, 2.5, 5,7.5,10) μM doxorubicin-containing media for 48 hours. Plates 

were replenished with medium containing MTS reagent (Promega), incubated for 1hr, 

and absorbance was recorded at 490nm for colorimetric determination of viable cells.  
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Statistics 

Prism 8 (GraphPad) was used for data visualization and statistical analyses. 

Results shown are representative examples from at least three independent replicates.  All 

error bars shown represent the standard error of the mean. Statistical significance was 

defined as p < 0.05. Details about specific tests applied are in the respective 

legends. Unless otherwise noted below, statistics were calculated from n = 3 technical 

replicates from an individual experiment. For neutral comet assays, n = 50 cells were 

counted per condition. For γ-H2AX foci and phospho-53BP1 foci, n was dependent on 

the number of cells counted in 10 random 30X fields. For 3D cultures, n = 50 spheroids 

per condition were counted. 

 

Results 

GLI1 localizes to 45S rDNA repeats in response to IR 

To explore the hypothesis that DNA damage induces cistromic changes in GLI1, 

we undertook an unbiased screening approach in SUM1315 triple-negative breast cancer 

(TNBC) cells known to have aberrant activation of Hh signaling reflected by high 

endogenous levels of GLI1. GLI1-associated chromatin was immunoprecipitated from 

cells four hours after 4 Gy IR or mock irradiation (Supplementary Figure S1A) and 

evaluated by next-generation sequencing (ChIP-Seq). We found that GLI1 associates 

with a novel motif (Figure 1A and Supplementary Figure S1B) that is distinct from the 

previously reported core sequence (5’-GACCACCCA-3’) (24). We identified ChIP-Seq 

peaks that were specific to the irradiated and nonirradiated samples (Supplementary 

Tables S2 and S3). Surprisingly, unique peaks specific to irradiated cells were markedly 
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enriched for rDNA loci, with approximately a third of the hits associated with RNA5S1-

17, RNA45SN1-5, RNA18SN1-5, RNA28SN1-5, and RNA5-8SN1-5(Figure 1B). We 

manually searched the 45S rDNA coding sequence for putative GLI1 interacting 

sequences based either on the previously reported core sequence or the motif calculated 

from our ChIP-Seq data. Using the Integrated Genomics Viewer (17) to visualize peaks at 

these potential sites, we focused on five putative GLI1 binding sites with associated 

peaks that were enhanced after irradiation, ruling out candidates where no peak was 

seen (Figure 1C). Site A is based on the previously reported consensus and is located in 

the 5’ external transcribed spacer (ETS). Sites B-E are based on our novel predicted 

binding sequence and cluster in the 28S region. To validate results of the ChIP-Seq 

screen, we performed quantitative PCR of immunoprecipitated chromatin and discovered 

that GLI1 association with these five sites was induced as early as 1 hour following 

4 Gy IR (Figure 1D). Because the 45S rDNA repeats comprise the nucleolar organizer 

regions (NORs), we enriched nucleoli through a sucrose cushion and found that the 

nucleolar fraction of GLI1 is increased in response to IR 

(Supplementary Figure S1C). Using immunocytochemistry, we were able to visualize 

nucleolar GLI1 in irradiated cells. The incidence (Figure 1E) and intensity (Figure1F) of 

nucleolar GLI1 as evidenced by its colocalization with fibrillarin was significantly 

elevated in SUM1315 cells following IR compared to non-irradiated controls. 

 

Hh activity is induced by IR and facilitates resolution of DSBs 

We observed a significant increase in GLI1 reporter activity in response to IR as 

evidenced in three different TNBC cell lines (Figure 2A), suggesting an increase 
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in Hh activity. Concordantly, we registered a significant increase in 

transcript (Figure 2B) and a concurrent qualitative rise in protein levels (Figure 2C) of 

GLI1 in irradiated SUM1315 and MDA-MB-468 cells. This is also evident when cells are 

irradiated with low-dose IR (Supplementary Figure 2A, 2B). Abrogating GLI1 

expression (shGLI1) did not induce appreciable dsDNA damage (Supplementary Figure 

2A). Furthermore, even when low dose IR is used to induce DNA damage, cells silenced 

for GLI1 sustained significantly increased dsDNA damage (Supplementary Figure 2A, 

2B). To better understand the relevance of IR-induced Hh activation, we inhibited the 

activity of GLI using GANT61, a direct GLI1/2 inhibitor (Figure 2D, E). This resulted in 

persistence of IR-induced γ-H2AX expression, suggesting delays in DNA repair (Figure 

2E). Complementing the outcomes of SUM1315 cells, MDA-MB-468 cells inhibited 

for Hh/GLI signaling also demonstrated persistence of IR-induced γ-H2AX expression, 

although the kinetics between these two cell systems was markedly distinct. (Figure 2E 

and Supplementary Figure S2C). Hh inhibition using the SMO 

inhibitor vismodegib (Supplementary Figures S2D and S2E) or stable transfection of 

GLI1-targeting shRNA (shGLI1) yielded similar findings (Supplementary Figure S2F). 

This corresponded with statistically significant delays in resolution of IR-induced γ-

H2AX foci visualized using immunocytochemistry (Figure 2F). To more specifically 

examine DSBs, we used neutral comet assays to measure average tail moments in 

SUM1315 and MDA-MB-468 cells pretreated with GANT61 and then exposed to 

4 Gy IR (Figure 2G). As anticipated, the average tail moment increased in irradiated cells 

with evidence of resolution over time in vehicle-treated cells. However, GANT61-

pretreated cells were unable to recover. Hh inhibition using stable transfection of shGLI1 
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yielded similar results compared to non-targeting shRNA control (Supplementary Figure 

S2G). Collectively, these findings suggest that inhibiting Hh signaling delays IR-induced 

DSB repair. 

 

Hh signaling is required for efficient NHEJ 

Recalling our initial finding that GLI1 is enriched at rDNA loci following IR, we 

conjectured that GLI1 promotes rDNA repair, which preferentially utilizes 

NHEJ (9). SUM1315 and MDA-MB-468 cells were stably transfected with the pimEJ5-

GFP reporter plasmid, a construct used to assay NHEJ activity. After site-specific DSBs 

were induced by the restriction enzyme I-SceI(Supplementary Figure S3A), GFP-

expressing cells that had undergone successful NHEJ-mediated repair were quantified by 

flow cytometry. Hh inhibition by GANT61 significantly impaired NHEJ in both cell lines 

(Figure 3A). In an independent verification, we linearized pGL3-Control with the 

restriction enzyme HindIII, disconnecting the promoter from the firefly luciferase coding 

sequence. Cells transfected with HindIII-cut pGL3-Control will only express firefly 

luciferase if NHEJ has resolved the break. Again, GANT61 significantly reduced NHEJ-

mediated repair (Figure 3B). We also assessed the possible role of HR in IR-induced 

dsDNA damage using the DR-GFP luciferase reporter construct. While BRCA1-mutated 

SUM1315 cells demonstrated a smaller magnitude of HR activity, this was unchanged in 

presence of GANT61. In MDA-MB-468 cells, GANT61 reduced HR-mediated repair, 

albeit the overall magnitude of HR activity was very small (Supplementary Figures 3 B-

C).  
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Prior work has suggested that GLI1 may interact with the DSB-sensing proteins 

MRE11 and RAD50 (25). Using endogenous protein co-immunoprecipitation, we found 

that GLI1 interacts with 53BP1, a protein critical for dictating repair pathway 

choice towards NHEJ (26) (Figure 3C). The interaction of endogenous GLI1 with 53BP1 

is accompanied by active P-53BP1 foci at DSB sites (Figure 3D, 3E). This suggests that 

the interaction between GLI1 and 53BP1 is likely important for the rapid NHEJ repair 

response and P-53BP1 foci formation at DSB sites. Furthermore, IR-induced expression 

of P-53BP1 and abundance of P-53BP1 foci were reduced when Hh was inhibited by 

either GANT61 (Figure 3D) or GLI1 knockdown (Figure 3E, Supplementary Figures 3D, 

3E).  

 

Hh signaling is required for resolution of site-specific rDNA DSBs 

Because these assays address global DNA repair, we sought to assess how rDNA 

repair specifically is affected by Hhinhibition. To do so, we transfected cells with 

tamoxifen-inducible I-PpoI (pBABe-HA-ER-IPpoI), a restriction enzyme with limited 

recognition sites in the human genome, including one in the 45S rDNA sequence 

(Supplementary Figure S3F). Due to the sheer number of 45S rDNA repeats found 

throughout the human genome, I-PpoI-induced DNA breaks can be considered a 

surrogate for rDNA-specific damage (23). We first confirmed that tamoxifen treatment of 

cells transfected with pBABe-HA-ER-IPpoI reduced abundance of an amplicon spanning 

the I-PpoI cleavage site in the 45S rDNA sequence by qPCR, indicating breakage 

(Supplementary Figure S3G). Concomitant with this, we also registered phosphorylation 

of NBS1 and ATM, which are previously reported indicators of I-PpoI-mediated damage 
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(Supplementary Figure S3H) (23). Using ChIP, we found that GLI1 localizes to the sites 

of I-PpoI-mediated breaks in 45S rDNA (Figure 3F). To evaluate the role of GLI1 in the 

resolution of these breaks, we withdrew tamoxifen after overnight treatment to allow for 

repair. The abundance of an amplicon spanning the I-PpoI restriction site was reduced by 

tamoxifen treatment, indicating the presence of breaks that the polymerase was unable to 

read through (Figure 3G). After tamoxifen was withdrawn for four hours, the magnitude 

of amplicon abundance increased again in control (NT) cells, implying repair of the 

cleavage site. We found that GLI1 knockdown (shGLI1) significantly 

hampered the recovery of amplicon expression after tamoxifen withdrawal, suggesting 

that GLI1 is required for the efficient repair of site-specific rDNA DSBs. Resolution of 

rDNA breaks requires the recruitment of repair machinery to sites of damage. Using 

confocal microscopy, we observed the colocalization of GLI1 and P-53BP1 in the 

nucleolus in response to IR (Figure 3H and Supplementary Figure S3I). We quantified 

the intersection of GLI1, P-53BP1, and the nucleolar marker UBF1 at one-hour post-

irradiation and noted a substantial increase in their association per cell and per 

nucleolus (Figure 3H). 

 

Combining Hh inhibition with IR compromises Pol I activity and cell viability 

rDNA DSBs temporarily arrest transcription until repair is complete. To assess 

how Hh inhibition affects 45S rDNA transcription by Pol I in response to damage, we 

used qPCR to quantify expression of two different sites in the 5’ ETS. Because these 

regions are removed post-transcriptionally during rRNA processing, they have a short 

half-life and are ideal surrogates for Pol I activity over time (22). As anticipated, in 
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control cells treated with vehicle, Pol I activity was reduced early in response to IR and 

recovered at later time points (Figures 4A and 4B), consistent with the kinetics of repair 

determined by our earlier experiments. When Hh activity was inhibited by GANT61, Pol 

I activity is reduced by IR as expected, but does not recover. Hh inhibition by stable 

GLI1 knockdown yielded similar results (Supplementary Figures S4A and S4B). 

Interestingly, the delay in Pol I recovery that we observed with GLI1 inhibition mirrors 

prior findings when NHEJ was directly inhibited instead (9). We then explored 

whether Hhpathway inhibition would lead to sensitivity due to its role in rDNA repair. In 

order to specifically induce rDNA breaks, we transfected SUM1315 cells with I-

PpoI plasmid (or an empty vector control). In order to specifically address the role 

of Hh/GLI activity, we queried SUM1315 cells stably silenced for GLI1. We assessed the 

effect on cell survival using a colony formation assay. Introducing I-PpoI (relative to 

control plasmid) caused an appreciable decrease in the number of colonies 

(SupplementaryFigure 4 C-D). Interestingly, GLI1-silenced cells transfected with I-

PpoI showed a striking decrease in the number of colonies formed, suggesting 

that Hh inhibition further reduces survival of cells inflicted with rDNA breaks with I-

PpoI. These findings support that Hh inhibition augments rDNA 

damage and consequently poses finite lethality to TNBC cells independent of global 

effects on DSB repair. 

To assess the overall outcome of IR-induced DNA damage in the context 

of Hh inhibition, we generated spheroids in three-dimensional culture from cells pre-

treated with either vehicle control or GANT61 (Figures 4C and 4D). GANT61 alone had 

a modest effect on non-irradiated cells, but dramatically impaired spheroid growth when 
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combined with irradiation in both SUM1315 and MDA-MB-468 cells. Similar findings 

were noted with GLI1 knockdown (Supplementary Figure S4E). Similarly, colony 

formation, following irradiation, was significantly compromised in cells deficient 

for Hh/GLI activity (Supplementary Figures 4F and 4G). Next, we examined 

whether Hh activity also impacts survival of breast tumor cells when they are inflicted 

with DNA damage with a chemotherapeutic cytotoxic drug, doxorubicin (anthracycline 

class of molecules clinically used to treat TNBC). We scored cell survival with a colony 

formation assay using doxorubicin in lieu of IR, and saw that doxorubicin (used at 

0.1µM) significantly compromised the abundance of colonies formed by GLI1-deficient 

SUM1315 cells compared to NT shRNA controls as represented and quantified in 

Supplementary Figures 4H and 4I. We also scored cell viability using the MTS assay and 

registered a significant decrease in cell viability in doxorubicin-treated SUM1315 shGLI1 

cells relative to NT cells (p<0.01) (Supplementary Figure 4J). As such, the data 

cumulatively indicates that Hh inhibition sensitizes TNBC cells to IR and doxorubicin - a 

clinically-relevantchemotherapeutic agent used to treat TNBC. 

  

Discussion 

Hh signaling is a classical developmental pathway that is aberrantly activated in 

various cancers (27) and has been linked to tumor initiation, progression, and metastasis 

in breast cancer. In TNBC patients, high expression of Hh pathway proteins correlates to 

poor survival (28,29). Treatment of TNBC relies on DNA-damaging agents, including 

conventional chemotherapy and IR (30). Though inhibiting Hh has been shown to 

sensitize cancer cells to genotoxic therapies, the underlying mechanisms to this 
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point have remained vague (12,13). Our study has uncovered an unexpected role 

for Hh signaling in the repair of damaged rDNAthat helps to explain this phenomenon.  

Though we found that GLI1 is required for efficient NHEJ-mediated repair of 

nonspecific DSBs, we demonstrated a marked enrichment of GLI1 at rDNA loci in 

response to IR using an unbiased ChIP-Seq screen and confirmed this relative to 

nonspecific binding controls with standard ChIP. Importantly, the precise degree of 

enrichment at rDNA loci relative to standard genes is unclear. rDNA coding sequences 

are known to be arranged in tandem arrays of tens to hundreds of repeats, but only 17 5S 

rDNA sequences and five 45S rDNA sequences are mapped to the current build of the 

human genome. This was recently identified as a critical unmet need in the rDNA 

field (31). For this reason, we focused on the defined coding sequences and not the 

poorly defined intergenic spacers between repeats. Though we found more hits were 

associated with 5S rDNA repeats, we elected to study the 45S rDNA both because of the 

availability of tools to study its gene expression (qPCR of the 5’-ETS) and site-

specific DSBs (I-PpoI) and because 45S rDNA breaks have been previously shown to be 

more consequential than those in 5S rDNA (5). Even accounting for the likelihood that 

pulled-down fragments mapped to multiple repeats, our findings may underestimate the 

degree of GLI1 interaction with rDNA given the vast number of repeats known to exist in 

the human genome. 

Notably, we did not observe similar enrichment of GLI1 at genes associated with 

NHEJ, including XRCC5, XRCC6, PRKDC, LIG4, and TP53BP1, which encode for 

Ku70, Ku80, DNA-PKcs, DNA ligase IV, and 53BP1, respectively. This suggeststhat the 

effect of GLI1 on NHEJ is not related to its transcription factor activity, despite our 
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finding that GLI1 expression and activity are increased in response to 

IR. Whether the enrichment of GLI1 at rDNA loci is influenced by upregulated GLI1 

protein expression or shifts in subcellular localization that we observed in response to IR 

remains an open question. 

Accordingly, we hypothesized that GLI1 instead recruits NHEJ-associated 

proteins to the sites of rDNA DSBs. In line with this conjecture, we 

found that GLI1 interacts with the NHEJ protein 53BP1. Furthermore, we observed using 

confocal microscopy that GLI1 association with both P-53BP1 and the rDNA marker 

UBF1 is triggered by IR. Inhibition of GLI1 mutes the accumulation of P-53BP1, 

interferes with repair of site-specific rDNA DSBs, and delays recovery of Pol I activity, 

an indicator of unrepaired rDNA DSBs, in response to IR. To our knowledge, this is the 

first example of a developmental signaling pathway being directly tied to rDNA 

repair. Given that Hh signaling is intimately involved in orchestrating normal ontogeny 

and cancer, it is likely that dysregulated Hh activity may craft intersecting and shared 

programs that enable cells to survive erroneous and possibly lethal impediments. 

Interestingly, inhibiting Hh did not impair baseline Pol I activity on its own. 

Instead, its effect is secondary to compromised rDNA repair. Thus, GLI1 does not appear 

to directly promote rRNA transcription, but rather helps to maintain the genomic integrity 

of rDNA loci. These sites may be particularly vulnerable in proliferative and 

metabolically active states where Hh is activated, such as in normal development and 

cancer. In this context, protecting rDNA loci from insults such as replication stress and 

DNA-damaging agents may be a critical new function of Hh signaling with potential 
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implications for therapeutic resistance in cancer. Our findings suggest that further 

evaluation of Hh inhibitors as potential radiosensitizers or chemosensitizers is warranted. 

  

Data availability 

The datasets used and/or analyzed during the current study have been deposited at the 

Gene Expression Omnibus (GEO) under the accession number GSE146237. 
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Figure 1. Ionizing radiation induces GLI1 binding to novel sequences in rDNA. (A) 

ChIP-Seq data was used to predict a novel GLI1-associated sequence after IR. (B) 

Unique ChIP-Seq peaks following IR were enriched in rDNA loci compared to NIR. (C) 

GLI1 association was increased in the 28S region of 45S rDNA after IR at sites A-E. (D) 

Five putative GLI1 binding sites (A–E) show increase in GLI1 occupancy after IR and 

were validated with ChIPqPCR. Statistical significance was determined with a one-way 

ANOVA and Dunnett’s multiple comparison test, comparisons between NIR- and IR-

treated cells are shown. (E) Immunocytochemistry demonstrates higher GLI1 presence in 

the fibrillarin-positive nucleoli 1hr after IR, quantitated as a percentage of nucleoli per 

cell or absolute number of nucleoli. (F) Fibrillarin and GLI1 co-localization, depicted in 

yellow, increases after IR, normalized either to the total number of cells or nucleoli using 

NIS binary intersection mean intensity (n = 5). Significance was determined by using t-

test. All error bars depict the SEM. 
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Figure 2. Inhibition of Hh/GLI signaling delays ionizing radiation-induced DSB 

repair in TNBC cells. (A) 8X-GBS-luciferase reporter assays show Hh activation in 

multiple TNBC cell lines after IR, confirmed by GLI1 (B) mRNA and (C) protein 

expression using qPCR and immunoblotting, respectively in SUM1315 and MDA-MB-

468 cell lines. Statistical significance was determined with a multiple t test and a one-way 

ANOVA with Dunnett’s multiple comparison test. For one-way ANOVA, comparisons 

between NIR- and IR-treated cells are shown. (D) GANT61 suppresses IR-induced Hh 

activation. Statistical significance represents the results of a two-way ANOVA and Tukey 

multiple comparison test. (E) GANT61 leads to delayed resolution of IR-induced -H2AX 

after IR shown by immunoblot compared to vehicle control. (F) IR-induced -H2AX foci 

shown by immunocytochemistry show similar delay in foci resolution. (G) Neutral comet 

assays show impaired DSB repair in GANT61-treated cells. Statistical significance was 

determined with a two-way ANOVA and Tukey’s multiple comparison test. Comparisons 

for DMSO treated NIR and DMSO treated IR-4 h for SUM1315 and IR-12 h for MDA-

MB468 are shown. All error bars depict the SEM. 
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Figure 3. Hh inhibition impairs NHEJ and delays repair of rDNA DSBs. (A) Hh 

inhibition compromises repair of I-SceI-induced breaks by NHEJ in cells stably 

expressing the pimEJ5-GFP reporter. Statistical analysis was performed with a two-way 

ANOVA and Tukey’s multiple comparison test, p values are indicated. (B) Impaired 

NHEJ in Hh-inhibited cells is also evident by diminished reactivation of linearized firefly 

luciferase plasmid. Statistical analysis was determined with a t-test. (C) Endogenous 

protein co-immunoprecipitation of SUM1315 lysates shows that 53BP1 interacts with 

GLI1. Whole cell lysate (WCL) input controls are shown to the right. (D, E) P-53BP1 

foci are reduced by (D) GANT61 and (E) stable knockdown of GLI1 compared to 

controls in SUM1315 cell line at 4 h post-IR. Statistical analysis was performed with a 

two-way ANOVA and Tukey’s multiple comparison test, p values are indicated. (F) 

GLI1 localizes to I-PpoI-induced rDNA breaks as evidenced by greater occupancy at the 

I-PpoI break-site following tamoxifen treatment shown by ChIP-qPCR. Statistical 

significance was determined with a a one-way ANOVA and Dunnett’s multiple 

comparison test, comparisons between ethanol treated and tamoxifen withdrawn cells are 

shown. (G) Tamoxifen treatment induces breaks in SUM1315 NT and shGLI1 cells as 

measured by reduction in magnitude of amplicon spanning the I-PpoI restriction site. 4 hr 

post tamoxifen withdrawal, amplicon levels in NT cells increase but stable knockdown of 

GLI1 remains unchanged indicating efficient repair of these sites of damage in NT 

compared to shGLI1. Statistical significance was determined with a two-way ANOVA 

and Tukey’s multiple comparison test for treatment at respective time points. 



 105 

Comparisons for ethanol-treated and tamoxifen withdrawn cells and comparison at 4 h 

after tamoxifen withdrawal between NT and shGLI1 cells are shown. (H) 3D confocal 

images of NIR (top) and IR (bottom) SUM1315 cells labeled with GLI1 (green), P-

53BP1 (red), UBF (blue), and DAPI (gray) depict increased nucleolar localization and 

interaction of GLI1 and P-53BP1 1 h post IR in the nucleolar compartment. GLI1 and P-

53BP1 interaction in the nucleolus was quantified from five NIR and IR cells and 

normalized either to the number of cells or nucleoli per field using NIS binary 

intersection mean intensity (n = 5). All error bars depict the SEM. 
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Figure 4. Inhibiting Hh/GLI signaling impairs re-activation of Pol I activity 

following irradiation-induced DSBs. (A, B) Pol I activity, as quantitated by qPCR of 

two different amplicons in the 5’ ETS of 45S rDNA, is reduced by IR and recovers 

following repair in cells treated with vehicle control compared to GANT61-treated cells. 

Statistical significance was determined with a two-way ANOVA and Tukey’s multiple 

comparison test. Comparisons for DMSO- and GANT61- NIR group with cells collected 

at different time points post IR and DMSO- and GANT61-treated cells at 4 and 8 h are 

shown. (C, D) Hh inhibition with GANT61 combined with IR almost completely 

abrogates spheroid growth, compared to more modest reductions with either modality 

alone. Growth area was quantified using ImageJ software per 10× field. Statistical 

significance was determined with a two-way ANOVA and Tukey’s multiple comparison 

test for each condition. All error bars depict the SEM. 
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Supplementary Figure S1. Ionizing radiation induces GLI1 binding to novel 

sequences in rDNA. (A) ChIP-Seq experiment schema. (B) GLI1-associated sequence 

predicted using ChIP- Seq data from non-irradiated SUM1315 cells. (C) Nucleolar 

isolation demonstrates increased nucleolar GLI1 following IR by immunoblotting. 

Fibrillarin is shown as a loading and fractionation control. 
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Supplementary Figure S2. Inhibition of Hh/GLI signaling delays ionizing radiation-

induced DSB repair in TNBC cells. (A) SUM1315 cells abrogated for GLI1 (shGLI1) 

demonstrate DSB damage (evident by γ-H2AX western blot) consistent with a dose-

dependent manner, with the greatest DNA damage at 4Gy relative to lower intensity IR. 

(B) IR-induced γ-H2AX foci, scored by immunocytochemistry, indicate dose-dependent 

increase in DNA damage, consistent with the immunoblot. Statistical significance was 

determined with a two-way ANOVA and multiple comparison test for each condition 

using Tukey test. (C) A longer time-course in MDA-MB-468 cells demonstrates 

prolonged γ-H2AX expression to at least 24h following IR in GANT61-treated cells. (D-

E) Vismodegib prolongs IR-induced γ-H2AX signal in SUM1315 (D) and MDA-MB-468 

(E) cells compared to vehicle-treated cells. (F) Stable knockdown of GLI1 prolongs γ-

H2AX signal after IR compared to non-targeting shRNA controls. (G) Neutral comet 

assays demonstrate delayed resolution of DSBs in shGLI1 cells over time compared to 

non-targeting controls. All error bars depict the SEM. Statistical analysis was performed 

using a two-way ANOVA and multiple comparison Tukey test, p values are indicated.  
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Supplementary Figure S3. Hh inhibition impairs NHEJ and delays repair of rDNA 

DSBs. (A) I-SceI expression in SUM1315-EJGFP and MDA-MB-468-EJGFP transfected 

cells. (B-C) Hh inhibition does not impair repair of I-SceI-induced breaks by HR in 

SUM1315 cells but decreased repair in MDA-MB-468 stably expressing the DR-GFP 

reporter, albeit at a much lesser magnitude. (C) I-SceI expression in SUM1315-DRGFP 

and MDA-MB-468-DRGFP transfected cells. Statistical analysis was performed using a 

two-way ANOVA and multiple comparison test using Tukey test, p values are indicated. 

(D-E) P-53BP1 levels are reduced by (D) GANT61 treatment and (E) stable knockdown 

of GLI1 compared to controls. (F) Schematic illustrating the position of the I-PpoI 

restriction site in the 28S region of the 45S rDNA repeat sequence, 5’ to site D in Fig. 

1C. The I-PpoI recognition sequence is depicted in grey. (G) SUM1315 cells were 

transfected with pBABe-HA-ER-I-PpoI and treated with either ethanol (EtOH) as a 

vehicle control or tamoxifen. Genomic DNA was isolated and qPCR was used to quantify 

an amplicon spanning the I-PpoI restriction site. Reduced abundance of the amplicon is 

indicative of I-PpoI-induced rDNA breaks. Statistical analysis was performed with a one-

way ANOVA and Dunnett’s multiple comparison test. (H) Protein lysates from Fig. 3G 

demonstrated induction of phospho-NBS1 and phospho-ATM after tamoxifen treatment 

in NT and shGLI1, confirming DNA damage resulting from tamoxifen-induced I-PpoI 

double-strand break. (I) Representative confocal images of NIR (left) and IR (right) 

SUM1315 cells. Magnified 3D images (bottom left) depict increased GLI1 and P-53BP1 

localization in the nucleolus marked by UBF and DAPI post-IR. All error bars depict the 

SEM.  
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Supplementary Figure S4. Inhibiting Hh/GLI signaling impairs re-activation of Pol 

I activity following irradiation-induced DSBs. (A-B) Induction of Pol I activity 

following repair of IR- induced rDNA damage, as quantitated by qPCR of two different 

amplicons in the 5’ ETS of 45S rDNA, occurs in non-targeting controls, but not in 

shGLI1 cells, consistent with delayed repair. Statistical significance was determined with 

a two-way ANOVA and Tukey multiple comparison test. Comparisons for NT- and 

shGLI1- NIR group with cells collected after different time points post IR and NT and 

shGLI1 cells at 4hr and 8hr are shown. (C-D) Introducing I-PpoI expression plasmid 

(relative to control plasmid) caused an appreciable decrease in the number of colonies. 

(C) GLI1-silenced cells transfected with I-PpoI showed a striking decrease in the number 

of colonies formed relative to NT cells. This is indicated by representative images of 

colony formation in SUM1315 NT and shGLI1 cells. (D) Percent change in the number 

of colonies formed I-PpoI- transfected versus empty vector-transfected SUM1315 NT 

and shGLI1 cells indicates that shGLI1 cells are higher sensitivity in shGLI1 cells 

compared to control upon rDNA damage. Stable silencing of GLI1 compromises (E) 

spheroid growth and (F) colony formation following IR. (G) GANT61 also reduces 

colony formation in irradiated SUM1315 cells. Statistical analysis was performed using a 

two-way ANOVA and multiple comparison Tukey test, p values are indicated. (H-I) 

Colony formation was scored with SUM1315 cells treated with doxorubicin. Doxorubicin 

(0.1μM) significantly compromised colony formation of GLI1-deficient SUM1315 cells 

compared to non-targeting (NT) shRNA controls as represented in (H) and quantified in 
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(I). (J) Cell viability scored by MTS assay was also significantly decreased in 

doxorubicin-treated SUM1315 shGLI1 cells compared to NT cells (p<0.01). All error 

bars depict the SEM. Statistical analysis was performed using a multiple comparison two-

way ANOVA followed by Tukey’s comparison test, p values are indicated. 
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Target Site  Primer Pair  

    

ChIP Site A  F: 5’-CAGGTGTTTCCTCGTACCG-3’ R: 5’-CAAGGCACGCCTCTCAGAT-3’  

 ChIP Site B  F: 5’-CGACGTCGGCTACCCACC-3’ R: 5’-GACTGGAGAGGCCTCGGG-3’  
 

 ChIP Site C  F: 5’-GGTTGATATAGACAGCAGGAC-3’ R: 5’-CTCCCGTCCACTCTCGAC-3’  
 

 ChIP Site D  F: 5’-CTATGACTCTCTTAAGGTAGC-3’ R: 5’-CAGACTAGAGTCAAGCTCAAC-3’  
 

 ChIP Site E  F: 5’-TGGTGGGATTGGTCTCTCTC-3’ R: 5’-CAGCCTGCGTACTGTGAAAA-3’  
 

 45S rRNA 5’-ETS 

851-961  

F: 5’-GAACGGTGGTGTGTCGTT-3’ R: 5’-GCGTCTCGTCTCGTCTCA-3’  
 

 45S rRNA 5’-ETS 

1297-1483  

F: 5’-CAGGTGTTTCCTCGTACCG-3’ R: 5’-GCTACCATAACGGAGGCAGA-3’  
 

 I-PpoI Flanking  F: 5’-CCAGTGCTCTGAATGTCAAAG-3’ R: 5’-GGACAGTGGGAATCTCGTTC-3’  
 

  

Supplementary Table S1. Sequences of primer pairs used in this study. F and R designate 

the forward and reverse primers, respectively. 
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Abstract 

Metastases account for the majority of mortalities related to breast cancer. The onset and 

sustained presence of hypoxia strongly correlates with increased incidence of metastasis 

and unfavorable prognosis in breast cancer patients. The Hedgehog (Hh) signaling 

pathway is dysregulated in breast cancer and its abnormal activity enables tumor 

progression and metastasis. We hypothesized that Hh activity crafts a hypoxic tumor 

microenvironment and enables adaptation of breast cancer cells to hypoxia. In this study, 

using radiolabeled tracer [18F]-fluoromisonidazole (FMISO) positron emission 

tomography (PET) imaging we show that pharmacological inhibition of Hh signaling in a 

syngeneic mammary tumor model mitigates tumor hypoxia. Mechanistically, we see that 

in hypoxia, Hh activity is robustly activated and institutes increased HIF signaling in a 

VHL-dependent manner. The collective findings establish a novel perspective on Hh 

activity in crafting a hypoxic tumor and molecularly navigating the tumor cells to engage 

adaptation to hypoxic conditions. Importantly, we present a strategy of utilizing 

longitudinal hypoxia imaging to measure the efficacy of Vismodegib (GDC-0449) in a 

preclinical model of TNBC. 
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Introduction 

Breast cancer is one of the commonly occurring cancer in women worldwide. 

Hypoxic conditions within breast cancer have been identified as an adverse indicator for 

patient prognosis (1). Hypoxia is created by the rapid increase in cellular density and 

concomitantly decreased apoptosis. The need for higher oxygen consumption paired with 

remoteness from the nearest blood vessel reduces oxygen availability and consequently 

drives hypoxia. Hypoxia leads to the formation of structurally and functionally abnormal 

blood vasculature within the solid tumor, aiding in tumor progression (2). From an 

extensive study, it has been shown that the mean partial pressure of oxygen (PO2) in 

breast tumors ranges from 2.5 to 28 mm of mercury (Hg), with a median value of 10 mm 

Hg, as compared with 65 mm Hg in normal human breast tissue (3). Intratumoral hypoxia 

profoundly modulates gene expression, cellular communication, and reconfigures the 

tumor microenvironment (structurally and compositionally); therefore, it is critical to 

decipher the mechanisms underlying the development of a hypoxic environment and the 

cellular adaptation of cancer cells to hypoxia. 

The transcription factor HIF-1α is accountable for the vast responses during 

hypoxia. HIF-1α dimerizes with HIF-1β and transactivates numerous genes through 

binding to hypoxia response elements (HREs) in promoters or enhancers, leading to 

activated expression of several genes that impinge upon angiogenesis, metabolic 

reprogramming, survival, and metastatic dissemination (3,4). HIF-1α transcription factor 

is regulated in an oxygen-dependent manner through prolyl hydroxylation by proline 

hydroxylase (PHD), ubiquitination by an E3 ligase called Von Hippel Lindau protein 

(VHL), and proteasomal degradation by the 26S proteasome (5). Recent studies have 
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shown that growth factor signaling pathways like phosphatidylinositol-3-kinase (PI3K), 

mouse double minute 2 homolog (Mdm2), and heat shock protein 90 (HSP90) can 

activate the HIF-1α mediated hypoxic response (6).  

The Hedgehog (Hh) signaling pathway is aberrantly activated in breast cancer (7). 

We and others have reported that aberrant Hh activity enables and enhances tumor 

malignancy and metastatic potential (8-10). Hh signaling is much appreciated for its 

indispensable involvement in tissue development, patterning, differentiation, epithelial 

mesenchymal transition (EMT), and stem cell maintenance (7). The canonical 

mammalian Hh signaling pathway can be initiated by any of its three ligands, Desert 

hedgehog (DHH), Indian hedgehog (IHH), or Sonic hedgehog (SHH). Once ligand 

binding occurs, the 12-pass transmembrane protein receptors, Patched1 (PTCH1), relieve 

their inhibitory action on Smoothened (SMO), a 7-pass transmembrane G-protein 

coupled signal transduction molecule. SMO then activates a signaling cascade resulting 

in the translocation of the glioma associated oncogene homolog (GLI) transcription 

factors to the nucleus. Of the three GLI transcription factors, GLI1 exclusively acts as a 

transcription activator, whereas GLI2 and GLI3 can act either as repressors or activators 

in a context-dependent manner (7). However, besides the classical pathway, multiple 

tumor microenvironment (TME) non-classical mechanisms have been identified in 

eliciting GLI protein activity in the absence of Hh ligands, that include TGFβ, OPN, and 

EGF (11). As such, the TME significantly influences the behavior of cancer cells and 

ultimately their response to therapy. Recent studies have implicated a possible role of Hh 

signaling in the hypoxic TME (12-15). However, the functional and mechanistic role of 
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the Hh pathway in crafting a hypoxic niche and influencing cancer cell adaptation to the 

hypoxic microenvironment remains unexplored.  

[18F]-FMISO PET imaging is widely used to detect intracellular hypoxia within 

the tumor in breast cancer patients and in preclinical models of breast cancer (16-18). 

[18F]-FMISO is a radiolabeled tracer that non-invasively diffuses into cells under normal 

oxygen concentration. However, under hypoxic conditions, the nitroimidazole group of 

[18F]-FMISO is reduced and retained in PO2 less than or equal to 10mmHg. [18F]-FMISO 

covalently binds to cellular molecules at rates that are inversely proportional to oxygen 

concentration. [18F]-FMISO has a half-life of 110 minutes and significant uptake is seen 

in the liver, kidney, and bladder (19). [18F]-FMISO PET imaging has been assessed as a 

predictive prognostic factor in patients with pancreatic and breast cancer (16,20). [18F]-

FMISO retention at higher rates has been correlated with shorter progression-free 

survival in renal and head-and-neck cancer (21).  

We used a preclinical syngeneic mammary tumor model to investigate the role of 

Hh signaling in sculpting tumor hypoxia. We quantified hypoxia using [18F]-FMISO PET 

imaging and also undertook mechanistic investigations to unravel the role of Hh activity 

in programming tumor cells to adapt to hypoxia. Our findings provide novel insight into 

the role of Hh pathway in modulating temporal changes in tumor hypoxia. We also show 

that hypoxia exacerbates Hh/GLI transcriptional activity that in turn, enables robust HIF-

signaling. Our findings implicate that Hh signaling-associated hypoxia adaptation 

presents as a targetable vulnerability of breast cancer.  
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Materials and Methods 

Cell Culture  

SUM1315 and SUM159 breast cancer cells acquired from Asterand, Inc were 

cultured in DMEM/F12 (Thermo Fisher, Waltham, MA) supplemented with 5% heat-

inactivated fetal bovine serum (Thermo Fisher), 5 mg/ml insulin (Sigma-Aldrich, St. 

Louis, MO) and either 10 ng/ml EGF (Sigma-Aldrich) or 1μg/ml hydrocortisone (Sigma-

Aldrich)  respectively, without antibiotics or antimycotics (15). PLEASE ADD 

DETAILS ABOUT THE 4T1 CELLS. All cells were maintained in a humidified 5% CO2 

environment.  

 

Hypoxia Treatment conditions 

For hypoxic culture conditions, cells were incubated at 37°C in a humidified 

hypoxic chamber (Billups Rothenberg Inc., Del Mar, CA) infused with 1% O2, 5% CO2 

and 94% N2. Cells were incubated for 24hrs unless mentioned otherwise. 

 

Hedgehog Pathway Inhibition  

 Breast cancer cells were treated with various inhibitors. Unless otherwise 

mentioned, cells were pretreated for 24 hours with the inhibitors, followed by other 

treatments. The inhibitors include GANT61 (Tocris, Avonmouth, Bristol, UK), BMS-

833923 (Selleck Chemicals, Houston, TX), and Vismodegib (Selleck Chemicals). 

SUM1315 and SUM159 were stably transfected with non-targeting plasmid control (NT) 

or GLI1 shRNA (shGLI1) and selected on G418 (Invitrogen, Carlsbad, CA) as previously 

described (22). 
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Western Blotting Analysis  

Whole cell lysates were prepared by lysing cells with 2X Laemmli buffer with β-

mercaptoethanol, followed by boiling at 95ºC for 5 minutes. For cytoplasmic and nuclear 

isolation, the proteins were collected using NE-PER kit (Pierce Rockford, IL) following 

the manufacturer’s protocol. Thirty micrograms of protein was resolved by SDS-PAGE 

and transferred to polyvinylidene difluoride membranes.  Membranes were incubated 

overnight at 4°C with primary antibodies. Immunoblotting was done with GLI1 (2553, 

Cell Signaling Danvers, MA), HDAC1 (2062, Cell Signaling), Histone H3 (4499, Cell 

Signaling), GLI2 (PA-1941, BosterBio, Pleasanton, CA). β-actin (A3854, Sigma-

Aldrich) was used to confirm equal loading for whole cell lysates. β-tubulin (2146, Cell 

Signaling) or HDAC1 antibodies were used to determine cytosolic and nuclear fraction 

purity, respectively. Anti-rabbit or anti-mouse HRP-conjugated secondary antibody (GE 

Healthcare, Chicago, IL) were used for detection, and blots were developed with either 

ECL or Super Signal substrate (Pierce, Rockford, IL) and imaged using an Amersham 

Imager 600.  

 

Luciferase Assays  

Cells were seeded at 25,000 per well of a 96-well plate and the following day 

transiently transfected with 50ng/well of HRE-luc or 8X-GLI-luc reporter DNA using 

Fugene6 (Promega, Madison, WI). Twenty-four hours later, the transfection mix was 

removed and replaced with regular growth media containing DMSO or 10 μM GANT61 

or 2.5 μM BMS-833923 or 0-100 μM acriflavine. The cells were placed in hypoxia in 
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media containing inhibitor for another 24 hours. The data represented is the relative light 

units normalized to total protein, performed in triplicate.  

 

Drug/Inhibitor Treatments 

 Twenty-four hours after seeding, cells were pre-treated with 150 μM VH298 

(Sigma-Aldrich) or 10μM clasto-Lactacystin β-Lactone (Sigma-Aldrich) for 2 hours. The 

media was replaced with media without inhibitors and put in hypoxia chamber for 24 

hours. Lysates were collected with 2X Laemmli buffer. 

 

Quantitative RT-PCR (qRT-PCR)  

RNA was collected from SUM1315 and SUM159 cells using QIAGEN RNAeasy 

Mini Kit (Hilden, Germany). cDNA was synthesized using High Capacity Reverse 

Transcriptase Kit (Applied Biosystems, Foster City, CA), and qRT-PCR was performed 

using StepOnePlus Real-Time PCR System (Applied Biosystems). TaqMan Fast 

Advanced Master mix (Applied Biosystems) was used for gene expression assays. 

TaqMan primers (Life Technologies, Carlsbad, CA) used were GLI1 (Hs01110766_m1), 

GLI2 (Hs00257977_m1), PTCH1 (Hs00181117_m1), SMO (Hs01090242_m1), PDK1 

(Hs01561850_m1), CA9 (Hs00154208_m1), VEGFA (Hs00900055_m1), BNIP3 

(Hs00969291_m1), and ACTB (Hs99999903_m1). Transcript expression levels were 

calculated using the change in the CT method and normalized to β-actin as previously 

described (23). 

 

 



 121 

In vivo FMISO/PET Imaging and Analysis 

The animal studies were conducted under an IACUC-approved protocol.  Eight 

week old female Balb/c mice were injected with 4T1 luciferase-expressing cells into the 

third mammary fat pad at a concentration of 500,000/100uL in HBSS buffer. Tumor 

growth was documented once per week by bioluminescent imaging (BLI) using the IVIS 

Imaging System (Xenogen Corp., Alameda, CA) and thrice weekly by caliper 

measurement. The mice were randomized based on the BLI average radiance when the 

average tumor diameter reached approximately 3mm (12 days post injection). Mice were 

orally administered 100uL of Vismodegib or DMSO vehicle control (2mg/mouse) thrice 

weekly following randomization for a total of 7 doses. Mice were imaged with [18F]-

FMISO-PET at baseline (day 13 post injection) and on days 20 and 27. Approximately 

150 μCi of [18F]-FMISO was injected retro-orbitally into each mouse, and 80 minutes 

later, mice were anesthetized with isoflurane for PET/CT image acquisition. SOFIE 

GNEXT PET/CT scanner (SOFIE, Culver City, CA) was used to acquire the PET/CT 

images. The PET/CT image analysis was done using MATLAB software by drawing 

three-dimensional (3D) regions of interest (ROIs) around the tumor volume using CT 

images to confirm tumor location. The mean standardized uptake values (SUV) were 

measured in the ROI and normalized to the body weight of the mice and the injected 

dose. Normal muscle [18F]-FMISO uptake was measured as a control, and tumor-to-

muscle ratio was obtained for each mouse. SUVmean of tumors at baseline and post-

Vismodegib treatment were compared to the vehicle control.  
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Immunohistochemistry  

Primary tumors were collected for immunohistochemical processing. Paraffin-

embedded slides were cut into 5μm sections and stained with CA9 (Novus Biologicals, 

Centennial CO) at 1:400 dilution overnight. Tumor sections (5µm) from mice treated 

with either vehicle control or Vismodegib were also stained with isolecin B4 (Vector 

Laboratories, Burlingame, CA) using the Vectastain Elite ABC-HRP kit (Vector 

Laboratories). Briefly, after deparaffinization and rehydration, citrate antigen retrieval 

and peroxidase blocking was performed. Samples were incubated overnight in primary 

antibody in binding buffer (10mM HEPES, 250mM NaCl, 0.1mM Ca+, 0.1% BSA), then 

washed with PBS + 0.05% Tween-20. Samples were incubated in ABC reagent, washed, 

and developed with DAB solution before being counterstained with Harris hematoxylin, 

dehydrated, cleared, and mounted. Isolectin B4-stained slides were used to evaluate 

micro-vessel density by quantitating total micro-vessels per field. Collagen fibers in the 

tumor tissue were stained using picrosirius red staining kit (Polysciences, Inc., 

Warrington, PA) as per manufacturer’s instructions. Brightfield images were captured 

using a Nikon Eclipse E200 (Nikon, Tokyo, Japan). Polarized light images were captured 

using a Nikon Eclipse Ti-U. Collagen content was measured using Image J by converting 

collagen staining to mean gray intensity.  

 

Ex-vivo lung imaging  

 Mice were injected intraperitoneally with D-luciferin at 150 mg/kg. 10 minutes 

later, mice were put under anesthesia using isoflurane gas and euthanized. Immediately 

after necropsy, lungs were individually resected and placed into black paper tray. 3 drops 

of luciferin at 150 mg/kg were added and lungs imaged at 3and 5 mins, 10bin, level B. 
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Assays for glucose consumption and lactate production  

Conditioned medium from cells cultured in normoxic or hypoxic conditions was 

collected, cleared by centrifugation, and assayed for glucose and lactate levels using the 

Amplex Red Glucose/Glucose Oxidase Assay Kit (Invitrogen) and Lactate 

Colorimetric/Fluorometric Assay Kit (BioVision, Milpitas, CA), respectively. 

 

Statistical Analysis  

Statistical analysis were assessed by using multiple comparison test per 

experimental design. The graphs were plotted using GraphPad Prism 8 software (La Jolla, 

CA) and are representative of three independent replicates. Statistical significance was 

determined if the analysis reached 95% confidence and for p<0.05. The statistical tests 

used are listed in the corresponding figure legends. When appropriate, error bars 

represent the standard error of the mean. 

 

Results 

Vismodegib decreases tumor hypoxia in the 4T1-Balb/c preclinical model 

To test the hypothesis that Hh activity influences the hypoxic TME, we adopted 

[18F]-FMISO-PET imaging and histological analysis of the tumor, in response to a Hh 

inhibitor. [18F]-FMISO-PET imaging is a quantitative tool that can be used to evaluate 

temporal changes in hypoxia (24). We conducted a longitudinal study using [18F]-

FMISO-PET imaging in a 4T1 syngeneic mouse triple-negative mammary tumor model 

and administered Vismodegib, an FDA-approved, orally available, Hh pathway inhibitor. 

Female BALB/c mice bearing orthotopic mammary 4T1 tumors were randomized into 
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Vismodegib and control groups when the tumor diameter averaged ~3-4mm. Mice were 

orally administered either Vismodegib or vehicle control thrice weekly for 2 weeks. 

[18F]-FMISO-PET imaging on day13 was used as a baseline before administration of 

Vismodegib.  [18F]-FMISO-PET imaging after one and two weeks of DMSO or 

Vismodegib administration was evaluated on days 20 and 27 respectively (Figure 1A). At 

baseline, both groups started out with comparable average tumor size and tumor hypoxia 

(as determined by average tumor radiance and tumor standard uptake value (SUV) 

respectively). [18F]-FMISO retention longitudinally increased in tumors of mice from the 

control group, while in the Vismodegib-treated mice FMISO uptake remained steady 

(Figure 1B). On day 20 and day 27, relative to mice administered vehicle control, 

hypoxia within the tumor is significantly reduced in the Vismodegib-treated group as 

evident by lower values of tumor SUV and tumor to muscle SUV ratio (Figure 1C, 

Supplementary Figure 1A).  Primary tumor growth was comparable in Vismodegib and 

vehicle control-treated mice as indicated by the bioluminescence (BLI) readings of the 

tumor, caliper measurements, and tumor weight (Figure 1D, Supplementary Figure 1B, 

and Supplementary Figure 1C). In order to complement temporal changes in hypoxia, we 

sought to further analyze the tumors histologically at the end of treatment. Qualitative 

CA9 immunohistochemical analysis informs about the extent of hypoxia in the tissue 

(Please cite 1-2 references here). While the tumors from vehicle control group show 

evidence of robust hypoxia, the tumors from the Vismodegib-treated group have 

characteristically weaker staining for CA9 staining (Figure 1E). These findings are in 

agreement with the [18F]-FMISO retention data. Collectively, these findings suggest that 
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Hh inhibition with Vismodegib reduces the longitudinal progression of tumor hypoxia in 

vivo. 

 

Vismodegib remodels the extracellular matrix and decreases pulmonary metastasis  

Hypoxic tumors are characterized by abnormal vasculature due to temporal 

changes in oxygenation status, leading to the formation of disorganized and leaky blood 

vessels during tumor progression (25). Our previous research showed that Hh signaling 

enhances pro-angiogenic signaling (26). We examined these 4T1 tumors for their 

vascularity by staining for isolectin B4. Vehicle control tumors show large diameter 

blood vessels and significantly higher microvessel density compared to the Vismodegib-

treated tumors (Figure 2A).  In addition to enabling angiogenesis, hypoxia also alters the 

organization of collagen in the TME, facilitating tumor invasion and metastasis (27,28). 

Since the Vismodegib-treated mice showed decreased metastases, we queried whether 

this could be attributed to collagen deposition alterations within the primary tumors. 

Interestingly, we found that Vismodegib-treated tumors had broken and misaligned 

collagen fibers compared to straight and continuously aligned fibers in control. This 

indicates Vismodegib reduces crosslinked collagen within the extracellular matrix of the 

tumor as determined by picrosirius red staining of the primary tumors (Figure 2C, 

Supplementary Figure 2A).  Aligned with these results, BLI of the lungs shows 

significantly decreased lung metastasis in the Vismodegib-treated mice (Figure 2B). 

Overall, our data indicates that Vismodegib remarkably remodels the TME and decreases 

metastasis to the lungs.  
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Hypoxia activates Hh signaling in tumor cells 

Building upon the leads presented thus far, we sought to evaluate the relevance of 

Hh activity in enabling adaptation to hypoxia. We first scored the effect of hypoxia on Hh 

transcriptional activity. We transiently transfected SUM1315, SUM159, MDA-MB-231, 

MDA-MB-436, and MDA-MB-468 cell lines with an 8X-GLI reporter construct and 

incubated the cells in hypoxia for 24 hrs. We see that hypoxia supports a significant 

increase in 8X-GLI reporter activity relative to cells in normoxia (Figure 3A). In 

agreement with this, GLI1, the terminal effector protein of the Hh pathway demonstrates 

nuclear accumulation in hypoxic conditions  (Figure 3B). In order to query the direct 

effect of HIF-1α in navigating this increase in Hh activity, we treated cells with 

acriflavine, which prevents dimerization of HIF-1α. Acriflavine caused a significant 

decrease in 8X GLI activity in hypoxic conditions suggesting that HIF-mediated 

signaling impacts Hh activation (Figure 3C).  Concordant with these observations, we see 

that transcript levels of bonafide Hh pathway target genes GLI1, GLI2, and PTCH1 are 

upregulated in hypoxia. To appreciate the relevance of hypoxia-induced elevated Hh 

activity, we treated cells with GANT61, a direct inhibitor of GLI1/2. GANT61 

antagonized hypoxia-induced upregulation of steady state transcript levels of GLI1, 

GLI2, and PTCH1 (Figure 3D) underscoring the role of hypoxia in elevating Hh activity. 

Taken together, the data suggest that hypoxia exacerbates Hh signaling in TNBC cells.  

 

Hh activity reinforces hypoxic response in TNBC cell lines  

Elevated Hh activity in hypoxic culture conditions suggests that the pathway 

likely plays an essential role in sustenance of the cancer cells in a harsh 
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microenvironment. To interrogate the significance of hypoxia-induced upregulation of 

Hh activity, we stably silenced GLI1 in SUM1315 and SUM159 cells and evaluated the 

transcription activity of HIF-1α using the HRE-luc reporter in hypoxic conditions (29). 

Abrogating GLI1 expression led to significant decrease in HRE-luc activity (Figure 4A).  

We also assessed the expression of hypoxia gene targets BNIP3, CA9, and VEGFA. 

While all of these are upregulated in hypoxia, abrogating GLI1 significantly decreased 

their steady-state transcript levels in SUM1315 and SUM159 cells (Figure 4B).  HIF-1α 

navigates a shift of cancer cell metabolism by increasing reliance on anaerobic glycolysis 

(30). Glucose consumption and lactate production are key features of this cellular 

metabolic alteration (31). We see that silencing GLI1 led to a significant decrease in 

cellular glucose consumption (Figure 4C) and lactate production compared to the non-

target control cells in hypoxic culture conditions, (Figure 4D), indicating that Hh/GLI 

activity perpetuates a robust hypoxia response in breast cancer cells. 

 

Hh signaling pathway increases HIF-α transcription factor stability in VHL-dependent 

mechanism 

HIF-1α protein stability underlies an effective adaptive response in hypoxic cells 

(4). In order to evaluate the effect of Hh/GLI activity on HIF-1α, we inhibited Hh/GLI 

using two inhibitors that act at non-overlapping nodes in the Hh pathway. While 

GANT61 inhibits binding of GLI to the DNA (32), (BMS) 833923 targets the 

Smoothened regulatory molecule (33).  HIF-1α protein is stably expressed in hypoxic 

conditions; however, inhibition of Hh leads to decreased cellular accumulation of HIF-1α 

in SUM1315, SUM159, and 4T1 cells (Figure 5A, Supplementary Figure 3A). Building 
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upon this lead, we enquired the cellular levels of VHL, a well-known regulator of HIF-1α 

protein stability. We found that inhibiting Hh activity using GANT61 led to increased 

VHL protein expression in a concentration-dependent manner in SUM1315 and SUM159 

(Figure 5B). Silencing GLI1 lead to increased VHL expression in normoxic and hypoxic 

conditions (Figure 5C, Supplementary Figure 3B). Hh inhibition did not alter VHL 

transcript levels (Figure 5D). To evaluate if Hh-mediated HIF-1α protein stability is 

VHL-dependent, we used VH298, a VHL inhibitor that covalently binds to VHL (cite 

references here). We found that HIF-1α protein stability in GLI1 silenced cells recovered 

after VHL was inhibited by VH298 (Figure 5E). Additionally, to verify that Hh-mediated 

HIF-1α protein stability is dependent on VHL mediated proteasomal degradation, we 

used lactacystin, a 26Sproteasomal inhibitor. We uncovered that HIF-1α protein stability 

in GLI1 silenced cells recovers following proteasome inhibition (Figure 5F). Taken 

together, we established that Hh-mediated HIF-1α stability is dependent on inhibition of 

VHL regulation. 

 

Discussion 

The ability of tumor cells to adapt to hypoxia determines their ability to survive 

the formidable hypoxic microenvironment. HIFs play a critical role in the survival of 

cancer cells by regulating genes that enable angiogenesis, metabolic reprogramming, 

drug resistance, and survival (34). Breast cancer can metastasize to the lungs, bone, brain, 

and liver (35).  The presentation of metastasis drastically reduces survival in breast 

cancer patients. In breast cancer, hypoxia is known to promote metastasis (36,37). Given 

that Hh signaling is abnormally activated in breast cancer, we investigated its role in 

influencing the hypoxic TME and mechanistically enhancing adaptation to hypoxia. In 
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this study, we used [18F]-FMISO-PET imaging to quantitate longitudinal changes in 

tumor hypoxia. In order to specifically query the role of Hh activity in shaping the 

hypoxic TME, we administered Vismodegib in a pre-clinical mammary tumor model. To 

our knowledge, this is the first study to establish that Hh pathway inhibition antagonizes 

the progressive hypoxic TME, and interferes with VHL-mediated HIF-1α accumulation 

in the tumor cells.  

Previous studies with inhibition of HIF activity by RNA interference or digoxin 

found a decrease in both, primary tumor growth and lung metastasis, in mice bearing 

MDA-MB-231 xenografts (36). However, in our immune competent preclinical model, 

Vismodegib mitigated tumor hypoxia without an appreciable difference in tumor size. 

We have previously reported that Vismodegib alters the tumor immune portfolio from an 

immunosuppressive to an immune reactive type (38). Since a critical step to metastasis is 

immune evasion, Vismodegib might support this process by mitigating tumor hypoxia, 

consequently affecting immune cell function.   

We determined that Hh inhibition compromises HIF-1α protein stability in a 

VHL-dependent manner. In hypoxia, VHL is moderated by a negative feedback loop 

through HIF binding at the HRE site in the VHL promoter (39). In the current study, we 

found no significant changes in VHL mRNA expression with Hh inhibition, although, we 

registered an increase in VHL protein levels in hypoxic conditions in breast cancer cells. 

Previous studies by Cho et al., showed that VHL inhibits GLI1 nuclear localization and 

colocalizes with GLI1 by GST pull down assay implicating a role for VHL-mediated 

regulation of Hh (40). Our data indicates that Hh activity post-translationally regulates 
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VHL, although whether Hh plays a role in post-translational modification of VHL 

remains unexplored.  

Hypoxic TME presents as a barrier for effectiveness of common cancer 

treatments.  Hypoxic cancer cells are resistant to radiation therapy, immunotherapy, and 

chemotherapy (41,42). Therefore, altering TME by mitigating hypoxia might make the 

tumor more susceptible to these therapies. Hypoxia is a known indicator of adverse 

outcomes in breast cancer patients (43). Our data indicates that Vismodegib moderates 

hypoxia in a pre-clinical mammary cancer model, providing a supporting rationale to use 

Vismodegib, which is already in clinic for acute myeloid leukemia and advanced basal 

cell carcinoma (44), for breast cancer patients that present with elevated tumor hypoxia. 

As such, the use of Vismodegib to target hypoxic tumors presents as an opportunity to 

decrease metastasis in breast cancer. Furthermore, using a clinically relevant imaging 

method for hypoxia, such as [18F]-FMISO-PET imaging, lends us the possibility to 

longitudinally monitor patients receiving cancer treatment. 

 

Conclusion 

Solid tumors are often challenged with a hypoxic microenvironment due to 

increased demand for oxygen in the proliferating cells. Moreover, the proportions of 

hypoxic tumor cells in the primary tumor strongly correlate with the incidence of 

metastasis, treatment resistance, and poor prognosis. Overall, our study revealed that 

inhibiting Hh signaling ameliorated the tumor hypoxic landscape with a concomitant 

decrease in metastasis. Molecularly, we determined that Hh blockade significantly 

mitigated the ability of tumor cells to adapt to hypoxia. Thus, the collective findings 
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establish a novel perspective on the benefit of Hh inhibitors in impeding hypoxia-

mediated tumor progression and metastasis. Using clinically relevant FMISO-PET 

imaging presents the opportunity to translate this modality to monitor response to 

Vismodegib therapy.  
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Figure 1. Inhibiting Hh signaling by Vismodegib mitigates tumor hypoxia. (A) Mice 

experiment schema of tumor implantation, FMISO-PET and BLI imaging, and 

Vismodegib administration schedule until Day 28. (B)  4T1 syngeneic mouse model 

showed decreased [
18

F]-FMISO uptake in tumor administered with Vismodegib 

compared to DMSO vehicle control as represented in the central slice images on Day 20 

and Day 27. Tumors are indicated by white arrow. (C). Tumor hypoxia, as quantitated by 

percent change in mean SUV and tumor to muscle ratio shows significantly lower [
18

F]-

FMISO uptake in second and third week after Vismodegib treatment compared to DMSO 

control. (n = 5; ANOVA, sidak’s multiple comparisons test); *, p < 0.05 (D) 

Representative images of tumor BLI on Day 28. Average tumor size between the groups 

is not significantly different as imaged by the BLI. (E) Primary tumor staining for CA9 

shows decreases in expression in Vismodegib treated mice compared to DMSO vehicle 

control. All error bars depict the SEM. 
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Figure 2. Vismodegib alters the tumor microenvironment and decreases metastasis 

(A) Isolectin B4 staining of mice tumors from Vismodegib-treated mice shows decreased 

angiogenesis as determined by microvessel density per field in comparison to control 

mice. (B) Representative images of ex-vivo lung BLI on Day 34 post injection. Ex-vivo 

BLI imaging of lungs from Vismodegib-treated mice shows decreased metastasis 

compared to vehicle control quantified using average radiance. (C) Vismodegib alters the 

collagen fiber alignment quantified by collagen content using picrosirius red staining. All 

error bars depict the SEM. 
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Figure 3. Hypoxia upregulates Hh activity in tumor cells. (A) 8X-GLI-luciferase 

reporter assay was used to measure Hh pathway activation in normoxia versus hypoxia in 

MDA-MB-231, MDA-MB-436, MDA-MB-468, SUM159, and SUM1315 cell lines. (B) 

Hypoxia induces nuclear accumulation of GLI1 (24hrs in hypoxia). GLI1 was visualized 

by fluorescent immunocytochemistry. (C) Acriflavine decreases 8XGLI reporter activity, 

in a dose-dependent manner, in SUM1315 cells. (D) The steady state transcript levels of 

bonafide Hh pathway target genes GLI1, GLI2, and PTCH1 are upregulated in hypoxia 

compared to normoxia in SUM1315 and SUM159 cells. All error bars depict the SEM.  
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Figure 4. Inhibition of Hh/GLI signaling impairs cellular adaptation in hypoxic 

conditions. (A) Cells stably abrogated for GLI1 expression support significantly reduced 

HRE-luciferase reporter activity in SUM1315 and SUM159 cells, in hypoxia. (B) 

Classical HIF- 1α gene targets are upregulated in hypoxic conditions. GANT61 alleviates 

this increase. (C) In hypoxia, glucose consumption is significantly elevated. Stable GLI1 

silencing abrogates elevated glucose consumption in hypoxia. (D) Elevated lactate 

production in hypoxia is mitigated by stable GLI1 silencing. N=3; ANOVA, sidak’s 

multiple comparisons test; *, p < 0.05. All error bars depict the SEM. 
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Figure 5. Hh signaling increases HIF-1α transcription factor stability in a WSB-1-

VHL-dependent mechanism (A) Hh pathway inhibition by GANT61 and BMS leads to 

decrease in accumulation of HIF-1α protein in SUM1315 and SUM159 cells. (B) 

GANT61 increased expression of VHL protein in hypoxic condition, in a dose-dependent 

manner. (C-D) Hh pathway inhibition in SUM1315 stably knocked-down for GLI1 

results in (C) decrease in accumulation of HIF-1α protein in hypoxic condition (D) no 

changes in VHL mRNA expression. (E) VH298 led to increased accumulation of HIF-1α 

protein in SUM1315 stably knocked-down for GLI1 in hypoxia compared to the control. 

(F) Similar recovery of HIF-1α protein in SUM159 stably knocked-down for GLI1 in 

hypoxia  following proteasome inhibition by lactacystin . All error bars depict the SEM. 
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Supplementary Figure 1 Inhibition of Hh signaling decreases tumor hypoxia and 

lung metastasis. (A) Representative images of 4T1 tumors (tumor denoted by T; liver 

denoted by L; bladder denoted by B) implanted in third mammary gland show FMISO 

uptake in the tumor. (B) Caliper measurements show no significant difference in tumor 

size between DMSO and Vismodegib treated mice (n=6), DMSO/Vismodegib 

administration started on day 13. (C) Average tumor size between the groups is not 

significantly different as shown by the tumor weight (n=6). All error bars depict the SEM 
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Supplementary Figure S2. Inhibition of Hh signaling disrupts collagen fiber 

alignment (A) Tumors sections from Vismodegib treated groups show morphological 

changes in the collagen fiber arrangement. Polarized light images were captured using a 

Nikon Eclipse Ti-U. 
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Supplementary Figure S3: Inhibition of Hh signaling decreases HIF-1α 

transcription factor stability in 4T1 cells (A) 4T1 cells inhibited for Hh signaling with 

GANT61 and Vismodegib demonstrate a marked decrease in HIF-1α accumulation in 

hypoxic condition. (B) 4T1 shGLI1 cells show decreased accumulation of HIF-1α in 

hypoxic conditions compared to NT control cells. 
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DISCUSSION AND FUTURE DIRECTIONS 

Thus far, we discovered that Hh signaling is important for (i) DDR through 

modulation of the DSB repair pathway and (ii) the tumor microenvironment through 

supporting tumor hypoxia. Our data support the hypothesis that the Hh signaling pathway 

serves as a critical target in breast cancer progression. Our studies identified the 

determinative role of Hh signaling in repairing rDNA DSBs following IR in breast cancer 

cells. Additionally, we uncovered the role of Hh signaling in crafting a hypoxic niche and 

influencing breast cancer cell adaptation to the hypoxic microenvironment. This study 

has implications on several other cancer studies like basal cell carcinoma, 

medulloblastoma, melanoma, prostate, lung, ovarian, colon, and pancreatic cancer where 

Hh signaling is also observed to be activated (119, 120).  

 

Hh signaling in DSB repair  

Previous studies in Hh signaling and DDR have identified the role of Hh in SSB 

repair via nucleotide, mismatch, and base excision repair pathways (103-107). 

Additionally, studies show that Hh inhibition sensitizes cancer cells to genotoxic 

therapies like IR (121-123). However, the molecular mechanisms underlying sensitivity 

to genotoxic stress in absence of Hh signaling remained unexplored. We for the first time, 

show that inhibition of Hh signaling led to impairment of the DSB repair process through 

impinging on the non-homologous end joining (NHEJ) repair pathway. Interestingly, our 
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unbiased approach to search for GLI cistrome after sensitization of cancer cells to IR 

located enriched GLI1 binding at the rDNA loci in the nucleolus. Since DSBs in 45S 

rDNA sites are lethal, this led us to further validate the consequence of GLI inhibition on 

rDNA DSBs (124). We found that Hh pathway inhibition leads to sensitivity through 

rDNA breaks inflicted by the I-PpoI restriction enzyme independent of global effects on 

DSB repair. Our study uncovered a novel link between Hh signaling and rDNA repair, 

critical for proliferating cells.  

Recent studies show that BRCA-deficient TNBC tumors are sensitive to PARP 

inhibitors due to synthetic lethality (125). However, tumors can acquire resistance to 

PARP inhibitors and employ resistance mechanisms including upregulation of RAD51 to 

re-establish HR proficiency (126). Among the TNBC cell lines we utilized in the study, 

SUM1315 cells are HR-incompetent due to a BRCA1 mutation, whereas MDA-MB-468 

cells are wild-type for BRCA1/2. In our study, we show that loss of Hh signaling impairs 

NHEJ, but the Hh signaling-mediated NHEJ loss could in turn enhance HR by RAD51 

upregulation. We used the DR-GFP luciferase reporter construct to assay HR activity in 

both cell lines and did not register an HR upregulation. We also examined RAD51 

expression in the SUM1315 and MDA-MB-468 cells with I-SceI-induced breaks in cells 

stably expressing the pimEJ5-GFP and DRGFP reporter respectively with or without Hh 

inhibition (Figure 1). We did not find compensatory RAD51 upregulation in these cells.  

 

Figure 1. Alteration of RAD51 in I-SceI transfected NHEJ and HR GFP reporter 

cells. Immunoblot of RAD51 +/- Hh inhibition in SUM1315 and MDA-MB-468 cells.  
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The nucleolar DNA damage response mechanism is an emerging field of study. 

Ribosomal DNA (rDNA) are highly repetitive sequences and are actively transcribed by 

RNA Polymerase I and it accounts for 60% of total cellular transcription in a rapidly 

growing cell (127). Genotoxic stress can lead to inhibition of RNA polymerase I activity 

resulting in nucleolar reorganization making rDNA accessible to repair factors in the 

nucleoli that are normally barred from the nucleolus (128). One such factor that is 

reported to be recruited in the nucleolus to repair rDNA DSBs is MRE11-RAD50-NBS1 

(MRN) complex. MRN complex is recruited by the nucleolar protein TCOF1 in rDNA 

DSBs and is important for genome integrity and cell survival (124, 129). Prior work 

distinguishing protein-protein interaction of transcription factors show that GLI1 interact 

with the DSB-sensing proteins MRE11 and RAD50 (130). Since our study establishes the 

role of Hh in rDNA DSB repair, it is pertinent to examine the possible association of 

MRN complex and GLI1 in rDNA DSBs repair. 

Although our work contributes to an improved understanding of Hh in the rDNA 

DSBs repair pathway, we were not able to fully translate our study into a preclinical 

model for further validation. It has been increasingly important to understand how TME 

might impact the DSBs repair pathway (131). Our TNBC cell line and spheroid model 

doesn’t capture the TME components that might affect the outcome. One way to assess 

the preclinical validation of Hh inhibition on tumor growth is to knock-down GLI1 in 

4T1 cells, a murine TNBC line, and evaluate the repair proteins involved in DSB and 

NHEJ. Then assess for overall sensitivity for IR following Hh inhibition in a syngeneic 

mice tumor model.  We found that in vitro, 4T1 cells show persistent DNA damage 

measured by DSB surrogate marker, γ-H2AX in the context of Hh inhibition, at 12 hr 
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following IR, compared to control (Figure 2A). We then assessed the overall outcome of 

IR-induced DNA damage by generating spheroids in three-dimensional culture from 4T1 

cells without treatment or pre-treated with either vehicle control (DMSO) or GANT61 

and Vismodegib. GANT61 and Vismodegib alone had a modest effect on non-irradiated 

cells but dramatically impaired spheroid growth when combined with irradiation (Figure 

2B).  

 

Figure 2. Inhibiting Hh signaling increases sensitivity to IR-induced DSBs in 

aggressive mammary tumor line 4T1. (A) Hh inhibition with GANT61 combined with 

IR leads to persistent γ-H2AX expression in 4T1 cells. (B) Inhibition of Hh pathway 

almost completely abrogates spheroid growth, compared to more modest reductions with 

either modality alone. The growth area was quantified using ImageJ software per 10× 

field. Statistical significance was determined with a two-way ANOVA and Tukey's 

multiple comparison test for each condition. Error bars depict the SEM. 

 

Since 4T1 shows sensitivity in vitro, we can further examine radio-sensitivity in a 

syngeneic TNBC mouse model. We can randomize 4T1 tumors, harvest 1hr following IR 

(2, 4, 6 Gy), and analyze for γ-H2AX (DSB marker) and p-53BP1 foci (NHEJ marker) 
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using immunocytochemistry on frozen tumors. We expect that Hh inhibition would lead 

to decreased 53BP1 foci formation and marked increases in γ-H2AX in 4T1 tumors. 

 

 

Hh signaling in crafting hypoxic microenvironment and adaptation to hypoxia  

We investigated the role of Hh signaling in hypoxia by quantitating hypoxic 

parameters using radiolabeled tracer, [18F]-fluoromisonidazole (FMISO) positron 

emission tomography (PET) imaging. This is the first study to show that pharmacological 

inhibition of Hh signaling in a mammary tumor model mitigates tumor hypoxia 

complemented by mechanistic studies unraveling the role of Hh activity in programming 

tumor cells to adapt to hypoxia. Our finding provides novel insight into the role of Hh 

pathway in modulating temporal changes in tumor hypoxia. Corroborating with our 

previous study(132), we also found that inhibition of Hh signaling leads to decreased 

metastasis.  

Metastasis is the most lethal aspect of breast cancer since it contributes to 

increased morbidity and mortality. The survival rate for the breast cancer patient is 

drastically reduced below 25% upon the development of distant metastasis (133). 

According to the “seed and soil” hypothesis introduced by Stephen Paget in 1889, 

disseminated tumor cells can survive in circulation and colonize secondary organs that 

have a compatible microenvironment permitting tumor cell survival and growth (134). 

Studies show that tumor cell colonization of distant organs is a selective process and not 

dependent on the anatomic distance from the tumor (135). The metastasis process has 

distinct hallmarks that include motility and invasion, modulation of microenvironment, 

plasticity, and colonization of secondary sites (136). Since systemic inhibition of Hh  in 
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the 4T1 model leads to decreased metastasis to the lungs, a rational next step will be to 

analyze what metastatic processes are impacted by Hh in breast cancer. 

Our data indicate that the tumor landscape changes following inhibition of Hh 

with Vismodegib. One of the first steps in metastasis initiation is the change in tumor 

motility and invasion through the basement membrane surrounding the primary tumor. 

Elevated collagen deposition and re-organization collagen fibers by tumor and stromal 

cells leads to ECM stiffness, and exacerbates tumor cell migration and breast carcinoma 

malignancy by enhancing integrin signaling dependent mechanotransduction (137).  As 

primary tumors progress, the collagen fibers are realigned to form straight and bundled 

structures (138). We found that the collagen fibril organization is disorganized and lacks 

structural integrity in the Hh inhibited tumors indicating the role of Hh in modifying 

collagen crosslinking. To further validate collagen linearization, we will utilize the 

second harmonics generation (SHG) imaging and measure collagen fiber anisotropy. To 

assess the possibility that cross-linking is correlated to amine oxidase crosslinking 

enzyme LOX, we will examine the expression of LOX in the Hh inhibited mice tumor 

tissues. Additionally, tumor ECM are typically stiffer than the normal tissue due to 

accumulation of ECM components such as collagens, glycoproteins, and enzymes, LOX 

activation, and tumor hypoxia (139-141) . We will assess stiffness of tumor tissue by 

measuring its elasticity using nanoscale atomic force microscopy (AFM). Hypoxia has 

also been implicated in altering collagen deposition and promoting invasion and 

metastasis of breast cancer (142). HIF regulates collagen prolyl 4-hyrdroxylases that are 

necessary for collagen biogenesis (142, 143). Given our finding that Hh modulates HIF 
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levels, it is imperative to examine the role of Hh in collagen biogenesis and/or re-

structuring.   

Tumor hypoxia is associated with adverse patient survival outcomes, albeit there 

is no accepted method of treatment for hypoxia or hypoxia measurement that is used in 

the clinic. FMISO utility is extensively investigated in pre-clinical settings and is 

developed as an imaging agent used to monitor hypoxic within the tumor. Currently, it is 

the gold standard for hypoxia imaging. However, FMISO is not in routine practice in the 

clinic due to its slow clearance from normal tissue. Alternative methods to image hypoxia 

are still in development but have not received FDA approval (144). Our study provides 

pre-clinical and translational relevance of using the FMISO imaging method in the clinic 

for predicting outcome in patients, treated with a Hh inhibitor.  

Tumor hypoxia is heterogeneous, and it does not always follow a linear path of 

progress as the tumor size increases. Several factors come into play that can make tumor 

hypoxia dynamic. Oxygen distribution within the tumor can be affected by the 

availability of functional blood vessels leading to the creation of acute (minute to hours) 

and chronic (more than 24 hours) hypoxia.  Acute hypoxia can occur as a possible 

consequence of intermittent opening and closing of blood vessels within a tumor (145, 

146). Changes in the blood vasculature can make tumor cells transiently or chronically 

radio-resistant (146). Current hypoxia studies including our study are done in in vitro 

conditions at around 1% O2 (considered hypoxia) while the physiological hypoxia can be 

anywhere between severe (<0.5% O2) and mild (>0.5%-3% O2).  Similarly, in vitro 

conditions for normoxia are around 21% O2, while physiological tissue levels of O2 is 

around 3-7% O2 (147).  Discrepancies in the study conditions and physiological levels of 
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O2 can be a barrier in recognition of the mechanisms of treatment resistance. Hence, in 

addition to our efforts to elucidate the role of Hh signaling in hypoxia adaptation, it is 

similarly important to assess how Hh might moderate acute and chronic hypoxia within 

the tumor. 

 

Interactions between hypoxia and DDR  

It is generally accepted that hypoxia within the tumor is a barrier to effective 

cancer treatment methods such as radiotherapy. O2 is an important determinant of the 

DNA lesions incurred during radiation damage. Based on Oxygen Fixation Hypothesis, 

O2 is needed in the chemical reaction that leads to the generation of irreversible DNA 

damage created by ionizing radiation by the fixation of free radicals to the DNA (148). A 

groundbreaking study by Gray et al., looking at the efficacy of ionizing radiation in 

cancer at lower oxygen concentrations showed that hypoxic cells experienced reduced 

radiation-induced damage due to low O2 (111). Additionally, chemotherapeutic drugs are 

less effective in hypoxic conditions due to their low efficacy in the absence of oxygen. 

Hypoxic regions have poor vasculature resulting in reduced distribution of the drug. 

Additionally, hypoxic cells are non-proliferative, making cytotoxic therapy that targets 

dividing cells ineffective (112). Subsequent studies in breast cancer have also supported 

the importance of addressing tumor hypoxia for effective cancer treatment (112). Due to 

the role of Hh in the regulation of DDR and hypoxic microenvironment, it is plausible 

that hypoxic tumor cells engage Hh signaling as a defense mechanism to facilitate cell 

survival against radiation treatment. Building upon our findings that implicate the Hh 

pathway in promoting DDR and adaptation to hypoxia, the rational next step will be to 
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examine the possible role of Hh as a key feature that modulates the hypoxic tumor 

microenvironment. 

 

Altered DDR response in hypoxia. Hypoxia drives genetic instability through the 

impairment of DSB repair via transcriptional, translational, and epigenetic regulation of 

several important repair proteins. DNA-PKcs, Ku70/80, BRCA1, and RAD51 are some 

of the repair proteins that are modulated by hypoxia (reviewed in (147)). Our study 

presents compelling evidence to study Hh signaling in the regulation of breast cancer 

radio-resistance mechanisms in tumor hypoxia. Further studies will examine the 

alteration of rDNA DSB, HR, and NHEJ repair pathway in hypoxia compared to 

normoxia following genotoxic stress induced by a chemotherapeutic drug such as 

doxorubicin. Importantly, we will examine how Hh modulates the repair in the presence 

or absence of hypoxia. This study will be critical to understanding radioresistance in 

cancer cells. 

 

 

Altered immune cell function in hypoxia. Hypoxia can alter the tumor 

microenvironment and the cellular functions of the immune cells within tumor. 

Macrophages are one of the essential moderators of immune defense but their functions 

are impacted by the hypoxic microenvironment (149). Tumor-associated Macrophages 

(TAMs) demonstrate extreme plasticity resulting from the environmental cues they get 

from the surrounding stromal and cancer cells during tumor progression (150). M1-like 

macrophages can contribute to an antitumor response, while M2 macrophages are 

considered to propagate tumor-promoting environment (68). M2 macrophages have 
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tumor promoting functions leading to tumor growth and metastasis (149). Tumor hypoxia 

in conjunction with cytokines from the TME is thought to play a critical role in the 

phenotype shift of TAMs (151, 152).   

Macrophages infiltrate both, hypoxic and necrotic regions of the tumor, most 

likely to clear away dying tumor cells (152, 153). Several chemokines like VEGF, 

macrophage colony-stimulating factor (M-CSF), CCL2, CCL5, stromal cell-derived 

factor 1α (SDF1α), endothelin, eotaxin, oncostatin M, and Semaphorin 3A (Sema3A) in 

the TME are implicated in guiding macrophage migration to the hypoxic tumor sites 

(152, 154-156). These cytokines are expressed by tumor cells, endothelial cells, 

fibroblasts, and TAMs (152). Once in the hypoxic TME, macrophage mobility is 

impeded due to diminished CCR2, CCR5, and neurophilin-1 (NRP1) expression in 

macrophages trapping them in the process (156-158).  Casazza et al., showed that 

inhibiting NRP1 in macrophages obstructed macrophage migration to hypoxic sites and 

consequently decreased angiogenesis, tumor growth, and metastasis (156). 

Macrophages also differentially express MMPs like MMP7 in the hypoxic TME 

to facilitate tumor migration and invasion (159) . Hypoxia-induced endothelin 1 and 2 

expression in tumor cells stimulates expression of MMP2 and MMP9 in macrophages 

leading to higher tumor cell invasion through Matrigel (160, 161). Entrapped 

macrophages in the hypoxic TME are re-educated to serve tumor growth by aiding in 

tumor invasion. Interestingly, macrophages that reside in the hypoxic areas of the tumor 

are low MHC-II expressing and M2-like macrophages (162, 163). Hypoxia itself did not 

drive the polarization of macrophages but contributed to the fine-tuning of the MHC-II 

low (M2-like) macrophage by expression of hypoxia-responsive genes that are involved 
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in angiogenesis, glycolysis, and metastasis (162). Additionally, hypoxia-induced EMT in 

cancer cells leads to expression of CCL20 cytokine which in turn induces indoleamine 

2,3-dioexygenase (IDO), an enzyme required for tryptophan degradation, in monocyte-

derived macrophages. IDO induction in macrophages results in suppression of T cell 

function as determined by lower T cell proliferation and IFN-γ production by T cells 

(164). Overall, the hypoxic TME re-educates macrophages to allow cancer cell evasion 

and immunosuppression. 

Recently, our lab reported a functional interaction between Hh signaling in breast 

cancer cells and macrophages in the TME to promote immune suppression (132).  

Inhibition of Hh signaling led to alteration of several immune profiles including 

macrophages to an immune-suppressive (M2) phenotype resulting in decreased 

metastasis to the lungs (132). Hh inhibition led to decrease in the cytokine profile of M2 

macrophages hampering their functions. Similarly, Petty et al., found that tumor-derived 

Hh ligand promotes polarization of macrophages to M2-like resulting in tumor growth in 

a murine model of hepatocellular carcinoma. Hh-driven M2 macrophages regulate CD8+ 

T cell by suppressing its migration and infiltration through reduced expression of CXXL9 

and CXCL10 (165).  

Similar to cancer cells rewiring their metabolic profile and impinging on the 

anaerobic glycolytic pathway (Warburg effect), M1 and M2 macrophages have a distinct 

metabolic profile. M1 macrophages increase glucose consumption and lactate release and 

M2 macrophages mainly engage in oxidative phosphorylation (166). Since metabolic 

reprogramming is integral to polarization, we assessed the effect of altering Hh signaling 

in the mitochondrial respiration rate of the in bone marrow-derived murine macrophages 
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(BMDMs) stimulated by IL-4 and macrophage colony-stimulating factor (M-CSF) to M2 

phenotype. We found that inhibition of Hh signaling in M2 macrophages has reduced 

mitochondrial function reflected in compromised oxygen consumption rate and 

respiration parameters analyzed by Seahorse extracellular flux (Figure 3). 

 

 

Figure 3. Inhibition of Hh signaling decreases metabolic reliance on OXPHOS with 

a reciprocal increase in glycolysis in M2 macrophages. (A) Seahorse XFe24 

extracellular flux analyzer was used to analyze mitochondrial functions and real-time 

OCR was determined during sequential treatments with Oligomycin (ATP-synthase 

inhibitor), FCCP (Uncoupler), and A-antimycin- A/rotenone (ETC inhibitors). BMDMs 

skewed to M1 or M2, M2 + DMSO, M2 + Hh inhibitors were used for all panels. Hh 

inhibitors GANT61 and BMS decrease OCR compared to DMSO control. (B) Hh 

inhibition decreases basal, maximal respiration, proton leak, spare respiratory capacity, 

non-mitochondrial oxygen consumption, and increases basal extracellular acidification 

rate (ECAR). 

 

Given, hypoxia prevalence in solid tumors and Hh signaling pathway’s role in the 

macrophage polarization, it is critical to assess whether Hh might be involved in 



 157 

polarization of macrophages to tumor suppressing M2 phenotype in hypoxic TME. Our 

data indicate that hypoxia induces Hh activation in breast cancer cells; in vivo, these Hh-

driven tumor cells can lead to polarization of entrapped macrophages in hypoxic TME. 

Understanding of the cellular crosstalk driven by Hh between cancer cells and 

macrophages in the hypoxic TME will be important to understand tumor progression and 

metastasis. This will help strategize the clinical use of Hh inhibitors like Vismodegib that 

are already in clinic for patients with hypoxic tumors. 
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