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CONTRIBUTION OF DISTINCT INTERNEURON SUBCLASSES 

 TO CORTICAL NETWORK ACTIVITY 

ANDREW S. BOHANNON 

PATHOBIOLOGY AND MOLECULAR MEDICINE 

ABSTRACT 

The excitatory glutamatergic output of the cerebral neocortex is tightly regulated 

by the release of the inhibitory neurotransmitter GABA from cortical interneurons (INs). 

Once viewed as a largely homogenous population, recent studies have revealed that 

cortical INs display a diverse range of biochemical, anatomical and physiological 

properties. This dissertation tests the hypothesis that differences in the physiology and 

connectivity patterns of identified cortical IN populations enable them to differentially 

contribute to network activity, particularly the aberrant activity associated with 

epilepsy. In addition, the hypothesis that functional diversity is subserved by differential 

modulation of the intrinsic and synaptic excitability of IN populations by 

hyperpolarization-activated cyclic nucleotide-gated non-specific cation (HCN) channels 

and its associated current, Ih, is tested.  

In examining the role of HCN channels in modulating the excitability cortical INs, 

three physiologically distinct populations of mature layer I INs were identified, each 

exhibiting distinct effects of Ih on their intrinsic and synaptic excitability. In addition, Ih 

was found to be developmentally regulated in these populations, with patterns of 

increasing and decreasing effects being observed in different groups. Furthermore, one 

cell population identified in the mature cortex was found to appear late in development 
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and exhibit physiological similarity to another group, suggesting developmental 

differentiation of the layer I IN population.  

Using an epilepsy model which induces GABAergic hypersynchrony, 

biochemically identified IN subclasses were observed to differentially contribute to the 

generation of epileptiform activity. Specifically, parvalbumin (PV)-expressing INs were 

found to be critical for the generation of epileptiform bursts, whereas inhibition of 

somatostatin (SOM) or vasointestinal peptide (VIP)-expressing INs only marginally 

reduced epileptiform activity. Furthermore, activation of either PV or SOM-expressing 

cells was found to be sufficient for the generation of epileptiform activity, whereas 

activation of VIP INs was not. Together, these results indicate cell type-specific 

contributions of INs to network activity, potentially facilitated by their distinct patterns 

of synaptic connectivity. 
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CHAPTER I 

INTRODUCTION 

The cerebral neocortex is central to the execution of higher cognitive functions 

such as sensory perception (Kenshalo and Willis, 1991; Mesulam, 1998; Parker and 

Newsome, 1998), motor command generation (Evarts, 1968; Georgopolous et al., 1986; 

Graziano et al., 2002; Fritsch and Hitzig, 2009), language (Gabrieli et al., 1998; Price, 

2000), and executive functions such as reasoning, planning and generating ideas 

(Barbas, 2000; Miller and Cohen, 2001).  Network activity in the neocortex defines the 

neuronal output responsible for performance of these functions, and is determined by a 

precise balance of the glutamatergic excitatory drive of pyramidal cells (PCs) with an 

opposing-aminobutyric acid (GABA)-mediated inhibition (Peters and Jones, 1984; 

Silberberg, 2008; Hu et al, 2014). As such, the function of GABAergic neurons – termed 

interneurons (INs) – is critical for the maintenance of cortical function (McBain and 

Fisahn, 2001; Yizhar et al., 2011). Although often viewed as a singular group, a growing 

body of work shows that cortical INs represent a heterogeneous group of cells with 

variable biochemical, anatomical and physiological characteristics which confer 

functional diversity (DeFelipe, 1993; Gonchar and Burkhalter, 1997; Gupta et al., 2000; 

Markram et al., 2004; Dumitriu et al., 2007; Ascoli et al., 2008). To better understand 

the dynamics of cortical network activity, it is necessary to delineate the functional roles 
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of unique IN subpopulations, and identify specific mechanisms which differentially 

contribute to their excitability and modulate their output.   

 

GABA 

Cortical INs can be biochemically identified by the presence of the GABA-

producing enzyme glutamic acid decarboxylase (GAD) (Martin and Olsen, 2000). 

Immunohistochemical (IHC) staining for GAD reveals that INs are present throughout 

the entire cortex, and comprise the entire population of cortical layer I neurons 

(Kawaguchi and Kubota, 1997). GABAergic cells release GABA from synaptic boutons in 

response to the rapid depolarization associated with action potential (AP) firing. 

Synaptically released GABA exerts effects both pre- and post-synaptically, chiefly via 

binding to either GABAA or GABAB receptors. 

GABAA receptors are ionotropic, facilitating the diffusion of chloride (Cl-) ions 

across the cell membrane when activated by GABA binding (Farrant and Kaila, 2007). In 

mature cells, the extracellular Cl- concentration is much higher than the intracellular 

concentration; therefore activation of GABAA receptors produces a Cl- influx, resulting in 

hyperpolarization of the cell. Early in development, it is possible for GABAA activation to 

induce a depolarizing current due to low expression of KCC2 – a potassium (K+) – Cl- co-

transporter which facilitates Cl- extrusion (Rivera et al, 1999). However, KCC2 expression 

reaches mature levels around the third postnatal week in rodents, after which point 

GABAA activation typically remains inhibitory (Ben-Ari, 2002). GABAB receptors are 

metabotropic, coupled to Gi/o G-proteins which activate G-protein activated inwardly 
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rectifying K+ (GIRK) channels (Andrade et al., 1986; Gage, 1992), and inhibit voltage-

gated calcium (CaV) channels (Bindokas and Ishida, 1991; Takahashi et al., 1998) and 

adenylyl cyclase (Wojcik and Neff, 1984; Hill, 1985), resulting in membrane 

hyperpolarization. Due to the temporal constraints of metabotropic signaling, GABAB 

associated currents exhibit a delayed onset and slower kinetics compared to GABAA 

mediated currents (Solis and Nicoll, 1992). Ergo, synaptic release of GABA often 

produces a biphasic postsynaptic response comprised of a fast GABAA-mediated current 

and a slower current mediated by GABAB (Newberry and Nicoll, 1984).  

While it is known GABA receptors can be present and active presynaptically, the 

cell-specific function and mechanisms of presynaptic GABA receptors are variable and 

poorly understood (Kullmann et al, 2005). Activation of presynaptic GABAA receptors 

produces a decrease in neurotransmitter release in the hypothalamus (Saridaki et al., 

1989; Zhang and Jackson, 1993), but an increase in neurotransmission in the calyx of 

held (Turecek and Trussel, 2001). Presynaptic GABAA receptors have also been shown to 

modulate the excitability of hippocampal mossy fibers and cerebellar granule cells 

(Pouzat and Marty, 1999; Ruiz et al., 2003). To date, the functional presence of 

presynaptic GABAA receptors in the cortex has not been demonstrated (Kullmann et al., 

2005); however, this may be due to technical limitations rather than physiological 

certainty. Presynaptic GABAB receptors have been shown to decrease glutamate release 

from pyramidal cells (Isaacson and Hille, 1997; Luscher et al., 1997). Activation of 

presynaptic GABAB has also been shown to modulate GABAergic neurotransmission 
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(Davies et al., 1990), but the variability of these effects on distinct cell subtypes in the 

cortex has not been characterized.  

 

Interneuron Subpopulations 

In the cortex, interneurons account for 15-20% of the neuronal population 

(Gabbot and Somogyi, 1986; DeFelipe, 1992; Beaulieu, 1993; Tamamaki et al., 2003). 

Cortical INs were first formally subdivided by expression patterns of molecular markers 

such as calcium-binding proteins (CBPs) and neuropeptides (NPs), which now serve as 

the most common differentiator of IN subtypes (Hendry, 1989; Kawaguchi and Shindou, 

1998; Somogyi and Klausberger, 2005; Yuste, 2005). While a number of markers have 

been identified which are expressed by only a portion of cortical INs, the proteins most 

commonly used to segregate cortical INs are: parvalbumin (PV), somatostatin (SOM) and 

vasointestinal peptide (VIP) (Gonchar and Berkhalter, 1997; Kawaguchi and Kubota, 

1997; Ascoli et al., 2008). These three markers are expressed by mutually exclusive cell 

populations which account for over 80% of cortical interneurons and exhibit distinct 

morphologies, physiologies and connectivity patterns (Kubota et al., 1994; Toledo-

Rodriguez et al., 2004; Toledo-Rodriguez et al., 2005; Miyoshi et al., 2007; Uematsu et 

al., 2008; Rudy et al., 2011).  

 

PV-expressing neurons 

 Approximately 40-50% of cortical INs express the calcium buffer parvalbumin, 

making it the largest class of GABAergic cells (Lee et al., 2010; Miyoshi et al., 2010; Xu et 
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al., 2010). Subsets of PV-expressing INs also express other CBPs and NPs commonly used 

for cell-type differentiation, including: calbindin (CB), calretinin (CR), cholecystokinin 

(CCK), neuropeptide Y (NPY), and substance P (Kawaguchi and Kubota, 1997; Vruwink et 

al., 2001). However, these cells never co-express SOM or VIP (Lee et al., 2010; Pfeffer et 

al., 2013). PV-expressing cells are present throughout the cortex in layers II-VI, with 

slightly higher densities in layer II/III and layer V. 

Morphologically, PV-expressing INs can be classified as either chandelier cells 

(ChCs) or basket cells (BCs). ChCs, which represent only a small portion of PV cells, are 

characterized by their horizontal arrangement of short, vertically-extending boutons 

which were thought to resemble a candelabrum (Jones, 1975; Szentagothai, 1975; 

DeFelipe et al., 1989). ChCs’ terminals – also called cartridges – selectively target the 

axon initial segment of PCs, leading to their alternative name of axo-axonic cells 

(Somogyi, 1977; Fairen and Valverde, 1980; Inan et al., 2013).  By far the majority of PV-

expressing cells are classified as BCs. So named because the synaptic connections of 

multiple BCs converge onto the somas of PCs like a basket, BCs preferentially target the 

soma and proximal dendrites of PCs and INs (Kawaguchi 1993; Kawaguchi and Kubota, 

1993; Conde et al., 1994). As such, BCs are able to attenuate the integration of dendritic 

inputs to their post-synaptic target, thereby modulating AP firing. Both ChCs and BCs 

typically have a small, round soma which is often in close proximity to the soma of a PC. 

PV-expressing cells are most readily identified by their fast-spiking firing 

properties (Kawaguchi et al., 1987; Cauli et al., 1997; Gibson et al., 1999; Xu and 

Calloway, 2009). In response to depolarizing stimuli, PV INs fire relatively low amplitude, 



 

6 
 

narrow half-width APs with a fast, large afterhyperpolarization (AHP). Repetitive firing of 

PV INs can surpass 200 Hz with little to no spike frequency accommodation upon 

prolonged firing even at durations longer than a second. This high frequency of 

repetitive firing is possible due to expression of the voltage gated K+ (Kv) channel Kv3, 

which is not expressed in other cortical IN subtypes (Rudy and McBain, 2001). With 

respect to other cortical INs, PV cells typically display the lowest input resistance, and 

consequently a faster membrane time constant, which facilitates fast synaptic 

responses. The intrinsic properties of BCs and ChCs are not identical, but do not 

significantly differ compared to other IN subtypes (Woodruff et al., 2009; Povysheva et 

al., 2013).  

 PV-expressing INs in all layers receive glutamatergic input from cortical PCs (Lee 

et al., 2013; Jiang et al., 2015), with layer IV cells receiving additional input from 

thalamocortical projections (Staiger et al., 1996). Although aspiny, the majority of 

excitatory input to PV INs is dendritic, with few somatic synapses being present. 

Excitatory inputs to PV INs are typically depressing (Ali et al., 2007), with the exception 

of facilitating input to a population of layer VI PV-expressing cells which is thought to 

arise from corticothalamic projection neurons (Gil et al., 1999; Beierlein and Connors, 

2002; Thompson and Lamy, 2007). PV INs also receive GABAergic input, predominantly 

from other PV INs (Pfeffer et al., 2013), but also from SOM and VIP-expressing INs as 

well (Jiang et al., 2015). In addition, PV INs are highly interconnected through gap 

junctions, with electrical coupling observed in up to 50% of synaptically connected cell 

pairs (Galaretta and Hestrin, 1999; Gibson et al., 1999; Tamas et al., 2000; Gibson et al., 
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2005). Little to no electrical coupling is present between PV and SOM or VIP-expressing 

cells. PV IN efferents primarily target PCs as well as other PV-expressing cells (Pfeffer et 

al., 2013). Synapses from PV cells are also found on SOM and VIP INs, but at much lower 

densities (Jiang et al., 2015; Walker et al., 2016). With the majority of PV-expressing INs 

being BCs, PV IN synapses predominantly target the soma and proximal dendrites 

irrespective of the post-synaptic cell-type. Due to their preferentially perisomatic 

synapses, PV INs exert fast and powerful modulation of the firing of target neurons 

through temporal restriction of synaptic integration and subsequent spike generation 

(Pinto et al., 2000; Miller et al., 2001; Pouille and Scanziani, 2001; Lawrence and McBain, 

2003; Gabernet et al., 2005; Cruikshank et al., 2007); . Due to their fast spiking, PV-

expressing cells are also able to entrain the firing of PCs at high frequencies. As such, PV 

INs are key mediators of feed-forward inhibition in multiple cortical circuits. 

Furthermore, PV INs are involved in the generation and maintenance of cortical gamma 

oscillations implicated in attention and sensory processing (Whittington et al., 2003; 

Traub et al., 2004; Bartos et al., 2007; Cardin et al., 2009), and likely play a critical role in 

the regulation of cortical excitation/inhibition (E:I) balance, which governs cortical 

network activity (Hasenstaub et al., 2005; Haider and McCormick, 2009). 

 

SOM-expressing neurons 

 The second most abundant subset of cortical INs – accounting for ~30% of 

cortical INs – are those expressing SOM (Lee et al., 2010; Miyoshi et al., 2010; Xu et al., 

2010). As with PV-expressing INs, subsets of SOM cells co-express other cell markers 
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such as CR, CB, CCK, NPY and reelin (Markram et al., 2004; Wang et al., 2004; Xu et al., 

2006), but never express PV or VIP (Kawaguchi and Kondo, 2002; Lee et al., 2010; Pfeffer 

et al., 2013). Cortical Martinotti cells (MCs) (Martinotti, 1889) are most commonly 

associated with SOM expression. Recently, however, other distinct populations of SOM-

expressing cells have also been identified, including X94 cells (Ma et al., 2006). MCs are 

most densely located in layer V, but can be found throughout the cortex with the 

exception of layer I (Kawaguchi and Kubota, 1997; Wang et al., 2004; Uematsu et al., 

2008), whereas X94 cells are found exclusively in layers IV and V (Ma et al., 2006).  

 All SOM-expressing INs generally have oval-shaped, bipolar somas. MCs are 

characterized by their hallmark vertically extending axons that exhibit extensive 

horizontal branching in superficial layers (Fairen et al., 1984; Kawaguchi and Kubota, 

1993; Conde et al., 1994; Gabbot et al., 1997; Kawaguchi and Kubota, 1998). These 

ramifying axons spread across multiple columns, providing particularly dense 

innervation to PC dendritic tufts found in layer I. The axons of X94 cells also display 

extensive horizontal branching, but are largely restricted to layer IV (Ma et al., 2006). All 

SOM INs usually form synapses on dendritic shafts and spines (Wang et al., 2004; Chiu et 

al., 2013; Hioki et al., 2013), with collaterals from the ascending axon of MCs targeting 

both apical and basal dendrites of PCs (Hill et al., 2012; Chen et al., 2015; Makino and 

Komiyama, 2015). SOM INs also have dendritic spines, further morphologically 

differentiating them from PV and VIP-expressing cells (Kawaguchi et al., 2006). 

As opposed to PV-expressing cells which are nearly all characterized by their fast-

spiking, SOM-expressing cells display diverse firing patterns and intrinsic properties 
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(Markram et al., 2004; Ma et al., 2006; McGarry et al., 2010). A large portion of MCs 

display regular spiking with accommodation, similar to PCs, whereas some, particularly 

in layer V, fire an initial burst of multiple, high frequency spikes on top of an underlying 

depolarization (Kawaguchi and Kubota, 1993; Gibson et al., 1999). These cell types are 

often referred to as regular-spiking non-pyramidal cells, and burst-spiking non-

pyramidal/intrinsic bursting/ low-threshold spiking cells, respectively. Overall, MCs 

typically display lower maximum firing frequencies, broader AP half-widths and higher 

input resistances than PV-expressing cells. In addition, MCs display smaller amplitude 

AHPs, which often exhibit a medium AHP component not present in PV-expressing 

neurons, or even an afterdepolarization following spike repolarization. Compared to 

MCs, X94 cells generally display a shorter AP duration, higher repetitive firing frequency 

and lower input resistance, nearing that of PV-expressing cells (Ma et al., 2006). While 

more similar to PV-expressing INs than are MCs, X94 cells are still readily differentiated 

from PV-expressing cells by their stuttering firing pattern and spike frequency 

adaptation (Ma et al., 2006). 

SOM-expressing cells in all layers receive strongly facilitating excitatory input 

from cortical PCs (Thompson et al., 1995; Reyes et al., 1998; Beierlein et al., 2003; 

Silberberg and Markram, 2007; Fanselow et al., 2008), with layer IV cells receiving 

additional input from thalamocortical projections (Kapfer et al., 2007; Pala and 

Petersen, 2014). SOM INs also receive GABAergic input. In cortical layer II, in particular, 

SOM INs receive strong, depressing input from PV INs and input from VIP INs which 

facilitates at high frequencies (Pfeffer et al., 2013; Jiang et al., 2015).  MCs exhibit 
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efferent synaptic connectivity to PV-expressing cells, as well as sparse innervation of VIP 

INs (Walker et al., 2016). Although SOM-expressing neurons are rarely connected 

chemically (Cottam, 2013; Pfeffer et al., 2013), electrical coupling exists with a 

prevalence similar to that seen between PV INs (Beierlein et al., 2000; Amitai et al., 

2002; Gibson et al., 2005; Hu and Agmon, 2015). The facilitation of excitatory inputs in 

combination with widespread axonal arborization allows SOM-expressing cells to 

provide feedback inhibition across multiple cortical layers and columns in response to 

repetitive activation of a single PC (Kapfer et al., 2007; Silberberg and Markram, 2007). 

Whereas PV-expressing cells tightly modulate AP firing by restricting temporal 

summation of inputs at the soma, the dendritic targeting of SOM INs would more 

readily serve to selectively attenuate excitatory inputs in close spatial proximity to the 

IN’s synaptic location (Chen et al., 2015; Urban-Ciecko, 2015). 

 

VIP-expressing neurons 

 The 5HT3a receptor (5HT3aR) is expressed in most, if not all, cortical INs that do 

not express PV or SOM (Lee et al., 2010). However, 5HT3aR-expressing cells represent a 

more heterogeneous population than those defined by PV and SOM expression, and 

must therefore be subdivided for more accurate characterization. Neurons expressing 

the neuropeptide VIP account for ~40% of the cortical 5HT3aR-expressing population, 

encompassing ~10% of the total cortical IN population (Vucurovic et al., 2010; Rudy et 

al., 2011; Zeisel et al., 2015). All VIP-expressing INs co-express 5HT3aR, but are mutually 

exclusive from PV and SOM-positive cells (Ferezou et al., 2002; Xu and Callaway, 2009; 
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Pronneke et al., 2015). Although VIP-expressing cells represent only a subset of 5HT3aR-

positive cells, there is still considerable biochemical, morphological and physiological 

heterogeneity in the population. Biochemically, subsets of VIP-expressing cells 

expressing various cell markers have been identified (Galaretta et al., 2004; Sugino et 

al., 2005). Most notably, CR is co-expressed in ~40% of VIP INs (Porter et al., 1998; Cauli 

et al., 2000; Caputi et al., 2009). VIP-expressing cells sparsely populate cortical layers II-

VI, with the greatest density being found in layer II/III. 

 Multiple morphologically and physiologically distinct VIP-expressing cell 

populations have been described (Miyoshi et al., 2010; Pronneke et al., 2015). 

Specifically, irregular-spiking (IS) cells (Cauli et al., 1997; Ferezou et al., 2002; Galaretta 

et al., 2004), rapid-adapting (IS2) cells (Porter et al., 1998; Butt et al., 2005), bursting 

nonadapting (bNA2) cells (Lee et al., 2010; Miyoshi et al., 2010) and delayed non-fast-

spiking 3 (dNFS3) cells (Kawaguchi and Kubota, 1996; Butt et al., 2005) have all been 

described by multiple groups. Though rare, the presence of non-PV-expressing, VIP-

expressing basket cells has also been reported (Kawaguchi and Kubota, 1996; Kawaguchi 

and Kubota, 1997; Xu and Calloway, 2009). IS cells, which express CR, generally exhibit a 

vertical, bitufted morphology with a descending axon reaching deep layers. IS2 cells, 

also called rapid or fast-adapting cells, do not express CR and have bi- or tri-polar somas 

with extensively branching axons which extend locally as well as into deeper layers. The 

least prevalent cell types – dNFS3 and VIP-expressing basket cells – show an “arcade” 

morphology and PV-like “basket” morphology, respectively. Typically, bNA2 cells display 

a bipolar morphology. 
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 As the sub-population names suggest, VIP-expressing neurons exhibit a range of 

firing properties including: irregular spiking with spike frequency and amplitude 

accommodation, burst spiking followed by sporadic spike failure, burst spiking followed 

by regular spiking, and regular spiking accommodating firing (Pronneke et al., 2015). 

Overall, the input resistance of VIP-expressing INs is higher than that of PV or SOM-

expressing cells (Cauli et al., 2000; Lee et al., 2010; Miyoshi et al., 2010). VIP-positive 

neurons typically synapse onto dendritic shafts or spines, with the exception of the 

uncommon basket-cells which target PC somas (Kawaguchi and Kubota, 1996; 

Kawaguchi and Kubota, 1997).  

 VIP-expressing neurons are strongly innervated by serotonergic fibers, which 

incite strong depolarization via activation of 5HT3aR (Cauli et al., 2004; Lee et al., 2010). 

Cholinergic fibers also activate VIP-expressing cells via nicotinic receptors, which can 

subsequently activate 5HT3aRs (Ferezou et al., 2002; Lee et al., 2010). As with PV and 

SOM INs, VIP-expressing neurons also receive glutamatergic input from cortical (Xu and 

Calloway, 2009; Lee et al., 2013) and thalamic efferents (Hajos et al., 1997; Staiger et al., 

1997). In terms of connectivity, VIP-expressing cells are most readily differentiated from 

PV and SOM INs by the existence of a population of cells which preferentially target 

other INs (von Engelhardt et al., 2007), particularly SOM-expressing cells (Lee et al., 

2013; Pfeffer et al., 2013; Pi et al., 2013). Typically displaying bipolar or bitufted 

morphology, these cells could potentially mediate feed-forward or feedback 

disinhibition (Jackson et al., 2016; Karnani et al., 2016; Walker et al., 2016). Due to the 

diversity of cell-types and sparsity of cells, the exact connectivity patterns and function 
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of VIP-expressing interneurons has not been thoroughly characterized to date. The 

neuromodulatory effects of serotonin and acetylcholine certainly allow for 5HT3aR-

expressing INs to be differentiated from other IN subtypes in respect to their functional 

contribution to network activity under different states; however, the precise 

connectivity patterns and effects of neuromodulators on distinct VIP-expressing 

populations needs to be better understood in order to fully understand the functional 

role of VIP-interneurons in cortical network activity. 

 In this work we sought to further characterize the roles of these IN groups in the 

cortex. The diversity of SOM, PV and VIP-expressing cells in terms of their intrinsic 

activity and synaptic connectivity has been shown to facilitate differing effects on the 

activity of their post-synaptic targets as outlined above. We hypothesize that these 

differences allow each IN class to play a unique role in governing cortical network 

activity. 

   

Layer I interneurons 

  GABAergic neurons compose the vast majority of the cortical layer I neuron 

population (Gabbott and Somogyi, 1986; DeFelipe and Jones, 1988; Winer and Larue, 

1989; Li and Schwark, 1994; Hestrin and Armstrong, 1996; Zhou and Hablitz, 1996b). 

Cajal-Retzius cells in L1 are one of the earliest identifiable cell-types in the neocortex 

(Bradford et al. 1978; Chun and Shatz, 1989) and are critical for proper cortical 

development (Peters and Jones, 1984; Ogawa et al., 1995; Aguilo et al., 1999; Dupont et 

al., 2006; Yang et al., 2009). However, Cajal-Retzius cells are transient - no longer being 
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present by the end of the second post-natal week in rodents (Derer and Derer, 1990; 

Del Rio et al., 1995; Zhou and Hablitz, 1996a; Super et al., 2008), leaving a sparse 

population of diverse interneurons which remains in L1 throughout maturity. Notably, 

however, these layer I INs do not express a majority of the cell markers commonly used 

to differentiate cortical GABAergic neurons, including PV, SOM and VIP (Kawaguchi and 

Kubota, 1997; Xu et al., 2010; Pfeffer et al., 2013). While multiple studies have 

attempted to identify separate classes of layer I INs, no categorical description of 

discrete cell types has been widely adapted. As a result, the diversity and function of 

layer I INs are poorly understood.  

Several markers which label subsets of layer I INs have been identified, including: 

reelin, CR and -actinin 2 (AAc) (Miyoshi et al., 2010; Kubota et al., 2011). However, 

expression of these markers overlaps, and alone does not indicate homogenous neuron 

populations (Kubota et al., 2011; Ma et al., 2014; Craig and McBain, 2014). Layer I INs 

display heterogeneous morphologies (Bradford et al., 1978; Anderson et al., 1992; Chu 

et al., 2003; Suzuki and Bekkers, 2010a/b; Wozny and Williams, 2011; Muralidhar et al., 

2013). Amongst this diversity, two morphologically distinct populations of layer I INs 

have been identified: locally ramifying cells and deep projecting neurons (Zhou and 

Hablitz, 1996b; Zhu and Zhu, 2004; Jiang et al., 2013).  These populations also display 

discernable CR and AAc expression patterns, with  AAc-positive and AAc/CR double-

positive cells typically bearing a deep projecting axon (Kubota et al., 2011).  Functional 

disparity between these two classes has also been proposed, with horizontally 

projecting cells inhibiting PC dendrites and deep projecting cells mediating disinhibition 
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of PCs via inhibition of deeper layer INs (Jiang et al., 2013; Larkum, 2013; Lee et al., 

2015). As with other proposed classification schemes, the delineation of these cell types 

has yet to be widely accepted and requires further characterization, particularly in terms 

of the afferent connectivity patterns of each population.  

 Several physiological characteristics of mature layer I INs have been reported by 

multiple groups (Hestrin, 1996; Zhou and Hablitz, 1996a; Chu et al., 2003; Lee et al., 

2010; Wozny and Williams, 2011). These properties include: regular spiking, fast spiking, 

burst spiking, irregular spiking and classical accommodating. Populations of neurons 

exhibiting each firing pattern display diverse morphologies, confounding the 

development of a readily accepted classification scheme (Suzuki and Bekkers, 2010; 

Muralidhar et al., 2014). In some layer I INS, spiking in response to prolonged 

depolarization is delayed, characterizing them as late-spiking cells (Kawaguchi, 1995; 

Kawaguchi and Kubota, 1997). Multiple studies have used this simple distinction – late 

spiking versus non-late spiking – for characterization of layer I INs (Chu et al., 2003; 

Cruickshank et al., 2012). However, examination of these groups has revealed great 

morphological and physiological heterogeneity, suggesting the late-spiking characteristic 

does not fully discern layer I IN subclasses (Kubota et al., 2011).  

Cortical PCs are characterized by their long, apical dendrite which ramifies 

extensively in superficial layers, with the dendrites of deep layer PCs displaying 

particularly expansive ramifications in layer I (Gottlieb and Keller, 1997; Feldmeyer et 

al., 2006; Larsen and Callaway, 2006; Brown and Hestrin, 2009; Oberlaender et al., 

2011). These dendrites within layer I receive dense glutamatergic innervation from 
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cortical, subcortical and brainstem pathways which have efferent fibers projecting to 

the superficial cortical layers (Marin-Padilla and Marin-Padilla, 1982; Felleman and Van 

Essen, 1991; Cauller, 1995; Zhou and Hablitz, 1997; Cauller et al., 1998; Mitchell and 

Cauller, 2001; Llinas et al., 2002; Oda et al., 2004; Rubio-Garrida, 2009; Palmer et al., 

2012a). In addition, axons originating from cortical GABAergic INs, as well as cholinergic, 

noradrenergic and serotonergic axons are all found in layer I (Vogt, 1991; Arroyo et al., 

2012). Due to this density of innervation, layer I INs are uniquely positioned to modulate 

cortical output via regulation of the excitability of PC dendrites and the spatiotemporal 

integration of the multiple inputs converging onto them (Cauller and Kulics, 1991; 

Williams and Stuart, 2002; Waters et al., 2003; Williams, 2004; Larkum et al., 2009). 

Accordingly, layer I INs have been shown to directly inhibit the apical dendrites of PCs 

(Hestrin and Armstrong, 1996; Zhou and Hablitz, 1996a; Helmchen et al., 1999; Larkum 

and Zhu, 2002; Zhu and Zhu, 2004). In fact, it has been shown that activation of a single 

layer I IN can significantly alter the AP firing frequency of a layer V PC (Kim and Connors, 

1993; Cauller and Connors, 1994; Zhu, 2000; Shlosberg et al., 2006; Jiang et al., 2013). 

Chemical and electrical connections between layer I INs have also been identified (Chu 

et al., 2003; Muralidhar et al., 2014), allowing for coordinated network activity of layer I 

INs. As such, identification and characterization of distinct layer I IN populations are 

critical to understanding how layer I INs differentially contribute to information 

processing within cortical circuits (Letzkus et al., 2011; Cruikshank et al, 2012; Palmer et 

al., 2012b). We hypothesize that the layer I IN population is composed of distinct 

subpopulations which perform unique functional roles in cortical information 
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processing. In this work we sought to characterize layer I INs in order to better 

understand the intrinsic differences which define these functionally discrete 

subpopulations. 

Neuronal Excitability 

As noted, biochemically identified interneuron populations often also differ 

physiologically. The physiological differences between IN subclasses are conferred by 

differential ion channel and receptor expression patterns (Llinas, 1989; Nusser, 2009). 

As illustrated in the contrast between the contribution of PV and SOM-expressing 

neurons to network activity, differences in excitability confer functional specificity to 

identified IN subtypes. 

 

Intrinsic excitability 

The milieu of ion channel expression on a cell’s membrane determines the 

probability of AP firing as well as AP kinetics, i.e. - the intrinsic excitability of the cell 

(Hille, 1992). The resting membrane potential (RMP) and input resistance (RIN) of a cell 

most significantly contribute to the intrinsic excitability. RMP, defined as the voltage 

difference across the cell membrane during quiescence, is determined by the 

concentration of intracellular ions relative to their extracellular concentration. The 

intracellular concentrations of K+ and sodium (Na+) most significantly determine RMP, 

with lesser contributions from a number of other ions, most notably Cl-, calcium (Ca2+) 

and bicarbonate (Hodgkin and Katz, 1949; Nicholls et al., 2012). Specifically, in most cells 

RMP is largely established by the interaction of the Na+/K+ ATPase which facilitates the 
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extrusion of three Na+ ions for and influx of every two K+ ions, and K+ leak channels 

which allow for passive K+ efflux (Skou, 1998). The difference in RMP seen between 

distinct cell subpopulations therefore emerges from the differential expression of 

channels which contribute smaller currents at rest (Day et al., 2005; Meuth et al., 2006). 

These currents are often carried through voltage-gated channels, of which voltage-gated 

K+ and voltage-gated Na+ channels are particularly common (Trimmer and Rhodes, 

2004). The RIN of a neuron relates to its resistance to a change in membrane potential 

and determines the magnitude of voltage deflection a current of given amplitude will 

induce, as stated in Ohm’s law: Voltage (Volts; V) = Current (Amperes; A) x Resistance 

(Ohms; ). RIN is reciprocally related to a neurons conductance and therefore decreases 

with the opening of any channel. As such, a neuron’s RIN at rest is determined by the 

specific channels it expresses and their conductance at RMP. In combination with the 

membrane capacitance – loosely defined as the charge stored by the membrane – RIN 

also determines the kinetics of voltage deflections induced by a current, a property 

known as the membrane time constant. 

Differences in intrinsic excitability between IN populations are also reflected in 

their unique AP firing properties. In the principal model described by Hodgkin and 

Huxley (Hodgkin and Huxley, 1952), Na+ influx caused by activation of voltage-gated Na+ 

(NaV) channels produces the fast depolarization of an AP. This large depolarization is 

then counteracted by K+ efflux through voltage-gated K+ (Kv) channels, which in 

combination with NaV channel inactivation results in AP repolarization. The kinetics of 

this basic process can be modified by other voltage-gated currents, producing variability 
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in AP kinetics which restrict the firing frequency of a neuron and thereby limit its output 

(Lai and Jan, 2006; Bean, 2007). Therefore, as with RMP and RIN, the specific firing 

properties of a neuron are determined by the ion channels it expresses. In the case of 

PV-expressing cells, expression of Kv3 channels facilitates the generation of narrow APs 

and short refractory periods, conferring the hallmark fast-spiking firing pattern 

(Massengil et al., 1997; Erisir et al., 1999; Rudy and McBain, 2001) . In other cell 

populations, large and small conducting Ca2+-activated K+ channels – BK and SK 

channels, respectively (Blatz and Magleby, 1987; Sah, 1996; Poolos and Johnston, 1999) 

– have been shown to differentially contribute to late-phase spike repolarization and 

the subsequent AHP, which defines the AP refractory period and consequently the 

maximal firing rate (Chen et al., 1996; Shao et al., 1999; Bennett et al., 2000; Wolfart et 

al., 2001).  

A cell’s intrinsic excitability serves as a basis for its contribution to network 

activity. Altered expression of a single ion channel can modify a neuron’s resting 

excitability and output characteristics, thereby shifting its contribution to network 

activity. As such, identification of channels which are differentially expressed in distinct 

cell populations and determination of their function in those cells allows for a more 

thorough understanding of cell-type specific properties and roles in network activity. 

 

Synaptic excitability 

The ion channel expression profile of a neuron also determines its dendritic 

excitability and the dynamics of spatiotemporal input summation, i.e. – the cell’s 
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synaptic excitability (Magee, 2007; Spruston et al., 2007; Johnston and Narayanan, 

2008).  Dendritic voltage-gated Na+ channels in particular have been shown to strongly 

modulate dendritic excitability. Specifically, activation of Nav channels can amplify 

synaptic inputs, promoting propagation of EPSPs to the cell body which causes somatic 

depolarization and potentially AP firing (Magee and Johnston, 1995; Gonzales-Burgos 

and Barrionueva, 2001; Stuart and Hausser, 2001), and facilitate the generation of 

dendritic spikes which are also capable of propagating to the soma and generating an AP 

(Golding and Spruston, 1998; Losonczy and Magee, 2006; Gasparini et al., 2004). 

Likewise, the milieu of other ion channels expressed within the dendrites of a neuron 

determines the spatiotemporal window for synaptic summation and modulates the 

kinetics of propagating dendritic potentials (Johnston et al., 1996; Hoffmann et al., 

1997; Magee, 1998; Golding et al., 1999). A single excitatory synaptic input in the cortex 

will typically elicit a <1 mV post-synaptic membrane depolarization (Sayer et al., 1989; 

Mason et al., 1991; Song et al., 2005; Bruno and Sakmann, 2006; Saez and Friedlander, 

2009), generally well below AP threshold. Therefore, summation of multiple inputs, 

from a single or multiple presynaptic cells, is necessary for synaptic activity to drive 

neuronal firing. Voltage and Ca2+- gated channels, in particular, can modulate the 

dynamics of dendritic summation in a variety of ways, including altering membrane 

resistance and time constant, and restraining back propagating APs (Usowicz et al., 

1992; Markram et al., 1995; Magee et al., 1995; Kavalali et al., 1997; Isope and Murphy, 

2005).  
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A cell’s short-term response to repetitive stimulation, termed short-term 

plasticity, also contributes to synaptic excitability by modulating the amplitude of 

currents induced by repetitive inputs (Fuhrmann et al., 2002). Following an initial input, 

subsequent temporally proximal inputs at a given synapse can exhibit either facilitation 

(STF) or depression (STD). That is to say, repetitive activation of an input can produce 

post-synaptic currents of greater or lesser amplitude, respectively. As mentioned earlier, 

PV-expressing cells typically display STD upon repetitive stimulation, whereas inputs to 

SOM-expressing are generally facilitated. This contrast in responses exists even when 

INs are activated by input from the same presynaptic cell, suggesting that some forms of 

synaptic plasticity are a function of the post-synaptic cell type (Thomson and Deuchars, 

1994).  It is possible then for short-term plasticity to be elicited via a pre- or post-

synaptic mechanism. Cav channels have been heavily implicated in synaptic plasticity 

through a variety of mechanisms which modulate presynaptic release properties (Betz, 

1970; Klein and Kandel, 1980; Borst and Sakmann, 1998). Post-synaptically, 

desensitization and saturation of receptors are particularly potent mediators of 

plasticity (Trussell et al., 1993; Wadiche and Jahr, 2001; Chen et al., 2002; Foster et al., 

2002; Xu-Friedman and Regehr, 2004).  

 The integration of multiple inputs onto a single neuron is pivotal for information 

processing within the cortex (Stemmler and Koch, 1999). The dynamics of synaptic 

summation via dendritic filtering dictate how inputs which target different cellular 

compartments of the same neuron (e.g. – distal versus proximal dendrites) are 

coordinated to modulate AP firing. This input-output relationship of synaptic inputs – 
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the effect a given synaptic input has on neuronal output – serves as the basis for 

information processing (Ratte et al., 2013). Within the cortex, it is thought that 

networks which selectively facilitate the integration of synchronous inputs (i.e. – spatial 

integration) are differentiated from those which facilitate the temporal integration of 

asynchronous inputs to subserve synchrony and rate coding, respectively (Abeles, 1982; 

Konig et al., 1996). Neurons contributing to synchrony coding are often referred to as 

coincidence detectors, while those involved in rate coding are called integrators. In 

response to prolonged stimulation, coincidence detectors generally exhibit a linear 

input-output curve with initial firing at onset followed by quiescence, whereas rate 

coding neurons typically display a continuous current-frequency (i.e. – input-output) 

curve (Hodgkin, 1948). This disparity is due to the presence of a slow subthreshold 

current which is hyperpolarizing in coincidence detectors and depolarizing in rate coding 

neurons, causing sustainment or truncation of excitatory input-mediated 

depolarizations, respectively (Lundstrom et al., 2008; Prescott et al., 2008).  As a result, 

compared to integrators, coincidence detecting neurons typically have greater power at 

high frequencies of input due to their narrower window of temporal integration. 

Consequently, synchrony coding and rate coding neurons differentially define the 

association of distinct inputs to a given neuron.  

As the sole cortical output, PC activity is central to information processing in the 

cortex. In combination with the ion channels expressed on PC dendrites, GABAergic 

input is able to tightly regulate synaptic integration in PC distal dendrites. In this work 

we sought to characterize the synaptic dynamics of layer I INs in order to better 
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understand how distinct IN populations differentially process synaptic inputs and 

subsequently modulate information integration through regulation of PC output.  

 

HCN Channels 

Hyperpolarization-activated, cyclic nucleotide-gated, non-specific cation (HCN) 

channels have been shown to modulate both the intrinsic and synaptic excitability of 

multiple neuronal populations throughout the brain, thus serving as potent regulators of 

neuronal activity (Pape, 1996; Robinson and Siegelbaum, 2003; Biel et al., 2009). The 

current through HCN channels – termed Ih (Hille, 1992) – is slowly activating, allowing it 

to be readily identified by its hallmark “sag” and “rebound” responses upon membrane 

hyperpolarization and repolarization, respectively (Solomon and Nerbonne, 1993b; 

Franz et al., 2000; Dufour et al., 2014; Shah, 2016). 

HCN channels contain 6 -helical transmembrane domains (S1-S6) with an ion-

conducting pore loop between S5 and S6 (DiFrancesco, 1984; Wahl-Schott and Biel, 

2009). The S4 helix of HCN channels contains nine positively charged arginine or lysine 

residues, allowing it to serve as the voltage sensor (Chen et al., 2000; Vaca et al., 2000). 

Hyperpolarization of the membrane causes inward movement of S4, facilitating the 

opening of the ion pore loop (Mannikko et al., 2002). HCN channels typically open upon 

hyperpolarization below -60 mV, exhibiting the strongest activation at membrane 

potentials between -70 and -100 mV (Altomare et al., 2003; Baruscotti et al., 2005; 

Stieber et al., 2005). HCN channel conduction is also gated by the intracellular 

concentration of cyclic adenosine monophosphate (cAMP) and cyclic guanosine 
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monophosphate (cGMP), with the former having a 10-100 fold greater efficacy (Ludwig 

et al., 1998; Santoro et al., 1998; Wainger et al., 2001). As opposed to the typical 

phosphorylation-dependent mechanism of ion channel regulation by cAMP, the 

cytosolic COOH terminus of HCN channels contains a domain which directly binds cyclic 

nucleotides (DiFrancesco and Tortora, 1991). Binding of a cyclic nucleotide to this cyclic 

nucleotide binding domain (CNBD) produces a shift in the voltage-dependence of 

channel activation (Chen et al., 2001b; Zagotta et al., 2001), however, activation of the 

CNBD domain alone is not sufficient to open HCN channels (DiFrancesco and Tortora, 

1991). Rather, activation of the CNBD is thought to disinhibit tonic inhibition conferred 

by the C-linker which attaches the CNBD to S6 (Chen et al., 2001b; Wainger et al., 2001; 

Wang et al., 2001). As the name indicates, the current through HCN channels (Ih) is a 

mixed cationic current, primarily consisting of K+ and Na+, with a much smaller amount 

of Ca2+ permeating as well (Pape, 1996; Yu et al., 2004; Yu et al., 2007). HCN channels 

are slightly selective for K+, with a K+/Na+ conduction ratio of 4:1, with the conduction of 

Na+ being strongly dependent on extracellular K+ concentration (Solomon and 

Nerbonne, 1993a; Azene et al., 2003). 

HCN channels are tetrameric ion channels composed of the four subunits: HCN1-

4 (Ludwig et al., 1998; Santoro et al., 1998; Xue et al., 2002). Homotetramers composed 

of each HCN subunit display unique anatomical distribution and biophysical properties 

(Santoro et al., 1997; Wainger et al., 2001; Notomi and Shigemoto, 2004). HCN1 and 

HCN2 display high expression levels in the neocortex, with HCN1 also being expressed in 

the hippocampus, brainstem and cerebellum, and HCN2 showing nearly ubiquitous 
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expression throughout the entire brain (Moosmang, 1999; Notomi and Shigemoto, 

2004; Milligan, 2006). Conversely, HCN3 and HCN4 display low expression in the brain, 

with localization to hypothalamic and thalamic nuclei, respectively, and the olfactory 

bulb (Monteggia et al., 2000; Santoro et al., 2000). Little to no expression of HCN3 and 

HCN4 is seen in the neocortex. HCN channel expression has been shown to be 

developmentally regulated in multiple cell types (Tanaka et al., 2003; Surges et al., 2006; 

Bender and Baram, 2008; Cho et al., 2011; Seo et al., 2015). 

In the cortex, IHC staining typically reveals dense, graded expression of HCN1 

and HCN2 on cortical layer V PC somas and dendrites, with expression rising up to six-

fold in distal dendrites (Lorincz et al., 2002; Notomi and Shigemoto, 2004). Accordingly, 

the amplitude of Ih recorded in distal dendrites is much larger than that recorded near 

the soma (Stuart and Spruston, 1998; Berger et al., 2001; Shah et al., 2004; Huang et al., 

2009) . This expression pattern was widely thought to be ubiquitous, however, multiple 

studies have reported disparate patterns of dendritic HCN channel expression in a 

variety of cell populations (Golding et al., 2005; Lujan et al., 2005; Angelo et al., 2007; 

Bullis et al., 2007; Engel and Seutin, 2015). While the functional consequence of these 

alternative expression patterns has yet to be fully characterized, it is possible that HCN 

channel function is conferred by the number rather than distribution of channels, 

allowing for functional similarity despite dissimilar expression patterns (Angelo et al., 

2007). Intriguingly, cortical INs typically do not display HCN channel antibody labelling 

despite the documented presence of Ih in certain IN populations, particularly SOM-

expressing cells (Maccaferri and McBain, 1996; Svoboda and Lupica, 1998; Zhu et al., 
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1999; Aponte et al., 2006; Vervaeke, 2012; Williams and Hablitz, 2015). To date, the 

reason for this apparent discrepancy is unclear. 

 HCN1 subunits have the fastest kinetics of all the subunits, with voltage-

dependent activation times ranging from 30 ms at -140 mV to 300ms at -95 mV (Santoro 

et al., 1998; Santoro et al., 2000; Altomare et al., 2003). At the other end of the 

spectrum, HCN4 exhibits the slowest kinetics by far, with activation times ranging from 

~400ms at -140 mV to several seconds at RMP (Ishii et al., 1999; Ludwig et al., 1999; 

Seifert et al., 1999). HCN2 and HCN3 display intermediate kinetics, having activation 

times of 150 ms and 250-400 ms, respectively, at -140 mV (Ludwig et al., 1999; 

Baruscotti et al., 2005; Mistrick et al., 2005; Stieber et al., 2005). Cyclic nucleotide 

sensitivity also differs among the subtypes, due to structural differences in the CNBD 

and C-liner region. Specifically, HCN1 demonstrates a weaker voltage-dependence shift 

than HCN2 and HCN4 which shift 10-25 mV in the presence of saturating cAMP 

concentrations (Ishii et al., 1999; Seifert et al., 1999; Viscomi et al., 2001; Wang et al., 

2001; Altomare et al., 2003), and HCN3 has been shown to be insensitive to, or even 

inhibited by, cAMP and cGMP (Stieber et al., 2005). In addition to the variability of 

homomeric HCN channels, evidence also exists for the presence of heteromeric HCN 

channels in vivo (Chen et al., 2001b; Ulens and Tytgat, 2001; Xue et al., 2002), providing 

further diversity to HCN channel physiology and kinetics.  

The contribution of HCN channels to the intrinsic excitability of neurons has been 

well documented (Maccaferri et al., 1993; Gasparini and DiFrancesco, 1997; van Welie 

et al., 2006; Albertson et at, 2011; Albertson et al., 2013; Thuault et al., 2013). Having an 
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activation threshold around -60 mV, HCN channels are typically open at rest, allowing 

them to contribute to the setting of RMP (Lupica et al., 2001; Day et al., 2005; Meuth et 

al., 2006). As with any current, activation of Ih also lowers the cells RIN (Ludwig et al., 

2003; Nolan et al., 2003). Ergo, the voltage-dependent activation and deactivation of 

HCN channels enables them to reduce intrinsic neuronal excitability by functioning as a 

slow “voltage clamp” which dampens both depolarizing and hyperpolarizing inputs (Hu 

et al., 2002; Nolan et al., 2007). As such, HCN channels suppress low frequency RMP 

fluctuations to stabilize RMP and attenuate the amplitude of propagating dendritic 

excitatory postsynaptic potentials (EPSPs). 

Ih, particularly that mediated by the HCN1 subunit, strongly attenuates dendritic 

excitability as well (Berger et al., 2001; Poolos et al., 2002; Shah et al., 2004; Huang et 

al., 2009).  In a simplified model of dendritic excitability, membrane resistance, 

membrane capacitance and intracellular resistance define the kinetics of dendritic 

filtration. In a passive membrane, these properties produce an attenuation of EPSP 

amplitude and slow the time course for EPSP rise and decay (Magee, 1998; Magee, 

1999; Williams and Stuart, 2000). Under these conditions, it would then be anticipated 

that, compared to proximal inputs, dendritic filtration would cause a greater broadening 

of distal dendritic input time courses, creating a larger window for temporal summation 

and consequently facilitating greater somatic summation. However, activation of Ih 

normalizes the temporal summation of EPSPs, removing the expected proximity 

dependence (Stuart and Spruston, 1998; Berger et al., 2003; Sheets et al., 2011; 

Dembrow et al., 2015). Deactivation of Ih during the rising phase of an EPSP results in a 
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net hyperpolarization which accelerates EPSP decay. Ostensibly due to the graded 

expression of HCN channels, distal dendritic inputs have faster decay times and a 

subsequent narrower window for temporal summation (Magee, 2000). As a result of 

this attenuation, the temporal summation of dendritic inputs reaching the soma is 

essentially equal, independent of synaptic proximity. It is well known that synaptic 

communication throughout development is critical for the formation of cortical circuits 

which will persist into maturity (Purves and Lichtman, 1980; Shatz, 1990; Katz and Shatz, 

1996). Combined the reported developmental regulation of HCN channel expression, 

their role in modulating neuronal excitability suggests HCN channels may play a role in 

establishing cortical connectivity patterns and circuits. 

In addition to their role in regulating neuronal excitability, HCN channels have 

been implicated in a variety of other functions, including: synaptic transmission, 

resonance, oscillations, working memory, and motor learning. Presynaptic HCN channels 

have been identified in several preparations such as the crustacean neuromuscular 

junction (Beaumont and Zucker, 2000), avian ciliary ganglion (Fletcher and Chiappinelli, 

1992), the calyx of Held (Cuttle et al., 2001), cerebellar basket cells (Southan et al., 

2000), hippocampal basket cells (Santoro et al., 1997; Aponte et al., 2006) and 

glutamatergic synapses in the entorhinal cortex (Huang et al., 2011; Huang et al., 2012). 

The exact function and mechanism of these presynaptic channels is still unclear, 

however evidence suggests that they are able to modulate presynaptic 

neurotransmitter release, possibly through interaction with release machinery via the 

cytoskeleton. While cortical presynaptic HCN channels have only been documented in 
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the entorhinal cortex, the possibility of their presence in other cortical regions cannot 

be ruled out due to the limitations of antibody staining.  

Among other voltage-gated currents, Ih has been demonstrated to act as a high-

pass filter in rat neocortical PCs and sensorimotor cortex neurons due to its suppression 

of low frequency inputs as previously described (Narayanan and Johnston, 2008; Vaidya 

and Johnston, 2013). In combination with the low-pass filtering caused by the 

membrane time constant, the Ih-mediated high-pass filtering creates a bandpass filter 

which gives rise to neuronal resonance (Ulrich, 2002 ; Fransen et al., 2004; Haas et al., 

2007; Giocomo et al., 2007; Marcelin et al., 2009) – the tendency of a neuron to 

selectively respond to inputs at a particular frequency (Hutcheon and Yarom, 2000). 

HCN channels are also involved in the generation of several types of oscillations which 

arise from the synchronous activity of neurons. HCN1 is necessary for theta frequency 

(4-9 Hz) oscillations in the hippocampus thought to be involved in spatial information 

handling and memory formation and retrieval (Nolan et al., 2004). During early sleep, Ih 

is involved in the generation of thalamocortical oscillations known as spindle waves 

(Steriade and Deschenes, 1984; Steriade et al., 1993; Bal and McCormick, 1996), which 

are thought to be essential for cortical and thalamic synaptic plasticity (Steriade and 

Timofeev, 2003). Furthermore, Ih is integral to the generation of hippocampal gamma 

oscillations (Fisahn et al., 2002; Cunningham et al., 2003) and subthreshold oscillations 

in the entorhinal cortex (Dickson et al., 2000; Haas et al., 2007), and regulation of 

network oscillations critical for learning and memory (Maccaferri and McBain, 1996; 

Lupica et al., 2001; Hu et al., 2002; Nolan et al., 2004). 
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HCN channels are also involved in cognition. In the prefrontal cortex, Ih is 

involved in the regulation of spatial working memory – the representation of 

information no longer present to guide behavior (Wang et al., 2007; Giocomo et al., 

2011; Hussaini et al., 2011). Specifically, the firing of prefrontal cortical cells in monkeys 

has been shown to be bi-directionally modulated based on the direction of visual 

stimuli, a property known as spatial tuning. Differential modulation of HCN channel 

activity by D1-receptor mediated and 2a-adrenoreceptor mediated signaling has been 

proposed to underlie this spatial tuning (Arnsten, 2007; Carr et al., 2007; Vijayragahavan 

et al., 2007), however the precise mechanism of this regulation has yet to be 

demonstrated and remains largely hypothetical. Ih also regulates cerebellum-dependent 

learning of complex motor tasks via stabilization of cerebellar Purkinje cell integrative 

properties (Nolan et al., 2003). Additionally, HCN channels have been implicated in the 

cognitive deficits of multiple disorders, including: Parkinson’s Disease (Chan et al., 2010; 

Good et al., 2011; Masi et al., 2013, Merrison-Hart and Bottelli, 2013), Fragile X 

syndrome (Brager et al., 2012; Zhang et al., 2014; Kalmbach et al., 2015), and 

neurofibromatosis type 1 (Omrani et al., 2015).  

In addition to these functions, a number of studies have identified a critical role 

for HCN channels in multiple forms of epilepsy (Dyhrfjeld-Johnsen et al., 2009; 

Baruscotti et al., 2010; Reid et al., 2012; Shah et al., 2012). Altered HCN channel 

expression or function has been identified in several animal models of epilepsy (e.g. – 

pilocarpine induced epilepsy, kainic acid induced temporal lobe epilepsy, hippocampal 

kindling model, freeze lesion model) (Shah et al., 2004; Kole et al., 2007; Shin et al., 
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2008; Marcelin et al., 2009; Jung et al, 2010; Noam et al., 2011; Philips et al., 2014), and 

has also been reported in multiple human epilepsy cases (Bender et al., 2003; Tang et 

al., 2008; Wierschke et al., 2010; DiFrancesco et al., 2011; Nava et al., 2014). Moreover, 

HCN1 KO animals exhibit a decrease threshold for seizure activation (Huang et al., 2009; 

Santoro et al., 2010) and HCN2 KO animals are subject to the development of absence 

seizures (Ludwig et al., 2003). As such, HCN channels are explicitly implicated in the 

regulation of network activity. 

The presence of Ih in layer I INs early in development is well documented (Zhou 

and Hablitz, 1996a; Kilb and Luhmann, 2000; Kilb and Luhmann, 2001; Luhmann et al., 

2003; Sun et al., 2012), however the functional consequences of HCN expression in 

these cells has not been established. In this work we sought to ascertain the presence of 

Ih in identified layer I IN groups, and determine the contribution of HCN channels to the 

intrinsic and synaptic excitability of those cells. Through modulation of the excitability of 

layer I INs, HCN channels could affect information integration in cortical circuits. Given 

their role in modulating the excitability of other cortical neuronal populations, we 

hypothesize that HCN channels differentially regulate the excitability distinct subclasses 

of layer INs, thereby influencing information processing within the cortex. 

 

Cortical Networks 

E:I balance 

Cortical network activity is dependent upon a meticulous balance of excitation 

and inhibition (E:I balance) (Destexhe et al., 2001; Sun et al., 2006; Yizhar et al., 2011). 
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As documented above, cortical INs play a critical role in controlling PC spike timing, 

synchronizing network activity and generating cortical rhythms, allowing for information 

transfer while restraining excitation (McBain and Fisahn, 2001; Pouille and Scanziani, 

2001; Weher and Zadar, 2003; Haider and McCormick, 2009). As such, disruption of E:I 

balance in neuronal circuits via changes in neuronal excitability is thought to underlie 

the development of epileptiform activity and disturb cognitive processing (Cossart et al., 

2001; Noebels, 2003; Cobos et al., 2005; Trevelyan et al., 2006; Ascoli et al., 2008).  

A shift towards either excess excitation or inhibition can incite epileptiform 

activity in the cortex. Cortical pyramidal cells are normally subjected to relatively 

constant synaptic inhibition as well as GABA-mediated tonic inhibition, which serve to 

reduce AP firing (Bekenstein and Lothman, 1993; Gabernet et al., 2005). Upon loss of 

this inhibition – known as disinhibition – the cortical E:I balance shifts to favor 

excitation, demonstrated by an increase in PC output (Bradford, 1995; Olsen and Avoli, 

1997). The rhythmic firing pattern of PCs coupled with the synaptic interconnectivity of 

cortical PCs can produce a feed-forward, self-reinforcing circuit, ultimately leading to 

neuronal synchronization which manifests as an epileptiform discharge (Douglas et al., 

1995; Morgan and Soltesz, 2008). Conversely, an increase in IN excitability which shifts 

the E:I balance to favor inhibition can produce GABAergic hypersynchrony due to the 

synaptic and electrical coupling of IN networks, which results in the generation of 

epileptiform bursts (Chen et al., 1999; Chen et al., 2001; Louvel et al., 2001; Khalilov et 

al., 2003; Grasse et al., 2013). This phenomenon has been particularly well 

demonstrated in the modified 4-aminopyridine model of epilepsy in which, in addition 
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to the global blockade of A-type K+ channels, the N-methyl-D-aspartate (NMDA) and α-

amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) excitatory amino acid 

(EAA) receptors are pharmacologically blocked in order to isolate GABAergic networks 

(Aram et al., 1991; Williams and Hablitz, 2015). Although the precise mechanism of 

GABA induced excitation in this model is still controversial, it is believed that the 

increase in extracellular K+ elicited by 4AP results in an accumulation of intracellular Cl- 

due to KCC2 hypofunction (Perreault and Avoli, 2002; Avoli et al., 1996; Morris et al., 

1996; Lamsa and Kaila, 1997; Hamidi et al., 2015). This shift in Cl- equilibrium is thought 

to cause activation of GABAA receptors to produce an outward Cl- (i.e. – depolarizing) 

current, generating synchronous depolarization and subsequent network firing. 

In layer I, E:I balance is particularly critical for the processing of information by 

cortical circuits (Yizhar et al., 2011; Lee et al., 2015). As described previously, cortical 

layer I serves as a critical hub for the introduction and integration of information into 

cortical circuits. Precise temporal control of layer I IN firing is necessary to selectively 

modulate the summation of inputs to PC dendrites and subsequent PC output. As such, 

a shift in E:I balance caused by an alteration in the excitability of layer I INs can disrupt 

information processing and alter cortical output. 

While the mechanisms of aberrant cortical activity underlying epilepsy have 

been thoroughly investigated, the contributions of distinct cell populations to that 

activity remains poorly characterized. The intrinsic properties of defined cortical IN 

populations are known to confer cell type-specific contribution to network activity 

(Gupta et al., 2000; Kawaguchi, 2001) With respect to epileptiform activity driven by 
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GABAergic hypersynchrony in particular, we hypothesize that the unique physiological 

properties and connectivity patterns of PV, SOM and VIP-expressing INs allow them to 

differentially contribute to the aberrant network activity. In this work we therefore 

sought to determine the sufficiency and necessity for each of these cell groups in the 

initiation of synchronous GABAergic activity.  

 

Medial agranular cortex 

 The medial agranular cortex (AGm) represents a cortical region in which the role 

of E:I balance in restricting epileptiform activity and facilitating information processing 

converges. The AGm – also known as the secondary motor cortex, supplementary motor 

cortex, medial precentral cortex, and frontal orienting fields – is the region of frontal 

cortex contiguous with the medial prefrontal cortex (mPFC) (Leonard, 1969; Krettek and 

Price, 1977; Passingham et al., 1988; Reep et al., 1990; Kargo et al., 2007; Sul et al., 

2011). The AGm is differentiated from the mPFC and lateral agranular cortex (AGl) by its 

distinct synaptic connectivity patterns.  Most notably, AGm is reciprocally connected to 

primary motor cortices, which is not true of adjacent cortical regions (Donoghue and 

Parham, 1983; Reep et al., 1984; Reep et al., 1987; Wang and Kurata, 1998; Gu et al., 

1999; Jeong et al., 2016). Furthermore, unlike the AGl, despite projection to the spinal 

cord, activation of the AGm does not evoke movement (Donoghue and Wise, 1982; 

Sanderson et al., 1984; Neafsey et al., 1986; Miller 1987). The AGm is also reciprocally 

connected to the ventrolateral and dorsomedial thalamic nuclei (Leonard, 1969; Krettek 

and Price, 1977; Donoghue and Parham, 1983; Reep et al., 1984; Conde et al., 1990). In 
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addition to the primary motor cortex, AGm outputs also target auditory and 

somatosensory cortices, and the superior colliculus (Reep et al., 1987; Sesack et al., 

1989; Jeong et al., 2016). The AGm also receives dense innervation from parietal cortex 

and sensory cortices, particularly auditory and visual regions, as well as the VTA (Reep et 

al., 1984; Conde et al., 1995; Smith and Alloway, 2013). Following these unique 

connectivity patterns, AGm has been shown to mediate the selection of a specific 

course of action (Ehrlich et al., 2011; Murakami et al., 2014; Li et al., 2015). More 

specifically, the AGm has been implicated in motor learning (Cao et al., 2015), value-

based action selection (Kargo et al., 2007; Ostlund et al., 2009; Sul et al., 2011; Hunt et 

al., 2012) and the accumulation of evidence for decision-making (Purcell et al., 2010; 

Mante et al., 2013; Ehrlich et al., 2015; Hanks et al., 2015). 

 In this work we characterized layer I INs in the AGm. Given the role of AGm in 

motor planning, the activity of layer I INs will not only influence information processing 

within the AGm, but also has the potential to regulate motor output. As such, we sought 

to evaluate the role of HCN channels in modulating the excitability of layer I INs in order 

to better understand how distinct subpopulations contribute to network activity.   

 

Objectives 

 The main objective of this work was to identify neuronal characteristics which 

serve to further delineate unique cortical IN populations. More specifically, this work 

sought to: 1) determine the contribution of HCN channels to the excitability of layer I 
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INs throughout development, and 2) identify the differential roles of IN subpopulations 

in the generation of synchronous GABAergic network activity.  

 Previous work has demonstrated differential effects of HCN channels on the 

intrinsic and synaptic excitability of multiple cortical cell populations, including INs. 

However, to date, no characterization of HCN channels in layer I INs has been 

performed. Given the optimal positioning of layer I INs to regulate information transfer 

to cortical circuits, this work sought to determine if HCN channels modulate the 

excitability of those cells. To that end, experiments were performed to: identify 

physiologically unique layer I IN populations, assess the contribution of Ih to both the 

intrinsic and synaptic excitability of identified cell groups, and determine if the effects of 

Ih on excitability displayed developmental changes.  

 Many studies have established the diversity of biochemically-identified cortical 

IN subpopulations. Given the differences in the intrinsic properties, synaptic localization 

and connectivity patterns of PV, SOM and VIP-expressing neurons, this work sought to 

determine if these cell populations differentially contribute to synchronous cortical 

GABAergic network activity. To that end, experiments were performed in the 4AP + EAA 

blockers model of epileptiform activity to: determine which, if any, individual cell group 

is sufficient to evoke GABAergic hypersynchrony, and identify which, if any, cell group is 

necessary for the generation of GABAergic hypersynchrony.   



 

37 
 

 

 

 

CHAPTER II 

 

DEVELOPMENTAL MODULATION OF THE SYNAPTIC EXCITABILITY OF 

 CORTICAL LAYER I INTERNEURONS BY HCN CHANNELS 

 

 

by 

 Andrew S. Bohannon and John J. Hablitz 

 

 

 

 

 

 

 

 

 

 

 

 

In preparation for submission 

Format adapted for dissertation  



 

38 
 

ABSTRACT 

 Alterations in the expression and function of hyperpolarization-activated cyclic 

nucleotide-gated non-specific cation (HCN) channels have been reported in multiple 

brain disorders, particularly in epilepsy. Recent work by our lab and others has shown 

that altered HCN channel expression can produce alterations in the intrinsic and 

synaptic excitability of cortical pyramidal cells (PCs) as well as various interneuron (IN) 

populations. Given the key role of layer I (L1) INs in modulating the integration of inputs 

to PCs and controlling network activity, in this work we sought to investigate the 

functional role of HCN channels in L1 IN populations throughout development. We were 

able to identify three discrete IN populations which displayed distinct developmental 

patterns of HCN channel modulation. The presented results suggest a possible role for 

HCN channels in the formation and maintenance of cortical circuits, and that alterations 

in the excitability of L1 INs may contribute to the cortical dysfunction typical of disorders 

in which altered HCN channel expression and function has been observed.  
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INTRODUCTION 

Changes in the excitability of discrete cell populations can disrupt cortical 

network dynamics and subsequently alter normal cortical function (Cossart et at., 2001; 

Cobos et al., 2005; Trevelyan et al., 2006; Yizhar et al., 2011). Alterations in several 

voltage-dependent currents have been shown to influence the excitability of neurons. In 

particular, work done by our lab and others has characterized the role of an inwardly-

rectifying hyperpolarization-activated current (Ih) mediated by HCN channels in 

influencing the excitability of cortical cell populations (Robinson and Siegelbaum, 2003; 

Biel et al, 2009; Albertson et al., 2011; Albertson et al., 2013). Further implicating HCN 

channels in regulatory control of network activity, knockout of HCN1 (Huang et al., 

2009; Santoro et al., 2010) and HCN2 (Ludwig et al., 2003) have been observed to 

produce a decreased seizure threshold and absence seizures, respectively, and multiple 

experimental epilepsy models and human epilepsy cases have reported alterations in 

the presence and/or function of HCN channels (Dyhrfjeld-Johnsen et al., 2009; 

Baruscotti et al., 2010; Reid et al., 2012; Shah et al., 2013). The cell type-specific basis 

for these observed changes in HCN channel expression/function has yet to be 

determined. 

Cortical GABAergic interneurons (INs) do not typically exhibit HCN channel 

immunoreactivity, but have been shown to display Ih currents of varying amplitudes 

depending on cell-type (Maccaferri and McBain, 1996; Svoboda et al., 1998; Zhu et al., 

1999; Aponte et al., 2006; Vervaeke et al., 2012). Recent work by our lab revealed cell 

type-specific changes in the excitability of cortical INs due to decreased HCN channel 
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modulation in a model of focal cortical dysplasia (Albertson et al., 2017). Cajal-Retzius 

cells in cortical layer I (L1) have been shown to display Ih (Kilb and Luhmann, 2000; Kilb 

and Luhmann, 2001; Luhmann et al., 2003; Sun et al., 2012), and we have previously 

observed L1 interneurons to display Ih early during development as well (Zhou and 

Hablitz, 1996a). However, no characterization of the functional impact of Ih on the 

excitability of those cells is available. Furthermore, no studies have been done in mature 

animals to characterize the presence or functional implications of Ih in L1 INs. Given 

their critical role in establishing cortical lamination and circuitry, the functional impact 

of HCN channels on L1 interneurons during development is particularly intriguing.  

A small population of GABAergic cells comprises the entirety of L1 neurons 

(Winer and Larue, 1989; Hestrin and Armstrong, 1996; Zhou and Hablitz, 1996a; 

DeFelipe and Jones, 1998). Cajal-Retzius cells in L1 are one of the earliest identifiable 

cell-types in the neocortex (Bradford et al. 1978; Chun and Shatz, 1989) and are critical 

for proper cortical development (Peters and Jones, 1984; Ogawa et al., 1995; Aguilo et 

al., 1999; Dupont et al., 2006; Yang et al., 2009). However, Cajal-Retzius cells are 

transient - no longer being present by the end of the second post-natal week (Derer and 

Derer, 1990; Del Rio et al., 1995; Zhou and Hablitz, 1996a; Super et al., 1998), leaving a 

sparse population of diverse INs which remains in L1 throughout maturity. Aside from 

Cajal-Retzius cells, a standardized classification of L1 INs does not exist, due in part to 

the absence of the cell markers typically used to classify GABAergic neurons (Kawaguchi 

and Kubota, 1997; Xu et al., 2010; Pfeffer et al., 2013). Multiple studies have split L1 

interneurons into late-spiking and non-late-spiking groups for characterization (Chu et 
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al., 2003; Cruikshank et al., 2012), however, recent studies have demonstrated 

morphological and physiological diversity of L1 INs which is not accurately reflected 

using late-spiking as the sole distinguishing feature (Kubota et al., 2011; Jiang et al., 

2013). Additionally, due to this lack of defined cell classes, little information is available 

concerning specific mechanisms regulating the excitability and activity of L1 INs 

throughout development.  

In addition to the sparse IN population, L1 also contains dense axonal and 

dendritic processes. Pyramidal cells (PCs) found in cortical layers 2/3, 5 and 6 are the 

sole output neuron of the cortex, and are characterized by their long, apical dendrite 

which ramifies extensively in superficial layers, particularly L1 (Gottlieb and Keller, 1997; 

Larsen and Callaway, 2006; Oberlaender et al., 2011). Inputs from cortical, subcortical, 

and brainstem pathways all converge onto the dendritic trees of PCs in L1 (Vogt, 1991; 

Mitchell and Cauller, 2001; Llinas et al., 2002; Arroyo et al., 2012; Cruikshank et al, 

2012). Also targeted by these inputs, L1 INs are uniquely positioned to directly inhibit 

pyramidal cell dendrites (Hestrin and Armstrong, 1996; Zhou and Hablitz, 1996a; Larkum 

and Zhou, 2002; Zhu and Zhu, 2004), which is critical for the spatiotemporal integration 

of their multiple inputs (Vogt, 1991; Williams, 2004; Larkum et al., 2009; Palmer et al., 

2012). As such, the intrinsic excitability and synaptic integration properties of individual 

L1 cell populations are pivotal in maintaining the network dynamics underlying cortical 

information processing. 

Identification of mechanisms which regulate the intrinsic and synaptic 

excitability of L1 neurons is pivotal to understand the network dynamics underlying 
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information processing. With multiple brain regions densely innervating the dendrites of 

PCs in L1, GABAergic cells in that layer are uniquely positioned to integrate inputs and 

finely control cortical output. Identifying the role of HCN channels in modulating the 

excitability and activity of L1INs will increase our understanding of the basic 

mechanisms governing cortical network activity which underlies information processing. 

To this end, we used whole-cell electrophysiological recordings to determine the extent 

to which HCN channels affect the intrinsic and synaptic excitability of L1INs throughout 

development. Our studies have identified physiologically discrete subsets of L1 INs with 

distinct developmental patterns of modulation by HCN channels. 

 

METHODS 

Ethics Statement: 

All experiments were performed in accordance with the National Institutes of 

Health Guide for the Care and Use of Laboratory Animals with protocols approved by 

the University of Alabama at Birmingham Institutional Care and Use Committee.  All 

available measures were taken to minimize pain or discomfort for research subjects. 

Slice Preparation: 

Acute cortical slices containing the medial agranular cortex were prepared from 

vesicular GABA transporter (VGAT)-Venus-expressing Wistar rats (Uematsu et al., 2008). 

Animals were anesthetized with isoflurane and decapitated.  The brain was quickly 

removed and immediately placed in ice-cold oxygenated (95% O2/5% CO2, pH 7.4) 

cutting solution consisting of (in mM): 135 N-Methyl-D-glucamine, 23 NaHCO3, 1.5 
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KH2PO4, 0.4 ascorbic acid, 1.5 KCl, 0.5 CaCl2, 3.5 MgCl2 and 10 D-glucose (Tanaka et al., 

2008). Coronal brain slices (300 µm thick) were made using a Microm HM 650 vibratome 

(Microm; Walldorf, Germany). Slices were stored in recording solution containing (in 

mM) 125 NaCl, 26 NaHCO3, 1.25 NaH2PO4, 3.5 KCl, 2.0 CaCl2, 2.0 MgCl2 and 10 D-glucose 

at 37°C for 45 minutes, then kept at room temperature for a minimum of one hour until 

recording.  

Whole-cell Recording:  

Individual slices were transferred to a submerged recording chamber mounted 

on the stage of a Zeiss Axio Examiner D1 (Carl Zeiss Inc.; Thornwood, NY) microscope, 

equipped with Dodt contrast optics, a 40X-water immersion lens and infrared 

illumination to view neurons in the slices. The recording chamber was continuously 

perfused with oxygenated saline (3 ml/min at 30°C). Borosilicate patch electrodes had 

an open tip resistance of 3-6 MΩ when filled with an intracellular solution containing (in 

mM): 125 K-gluconate, 10 KCl, 10 HEPES, 10 creatine-PO4, 2 Mg-ATP, 0.2 Na-GTP, 0.5 

EGTA, which had an adjusted pH and osmolarity of 7.3 and 290, respectively. For a 

subset of control experiments, a cesium-based internal solution was used containing (in 

mM): 129 CsCl, 10 HEPES, 2 Mg-ATP, 0.2 Na-GTP, 10 EGTA, which had an adjusted pH 

and osmolarity of 7.3 and 290, respectively. Tight seals of 1 GΩ or greater were obtained 

under visual guidance before breaking into whole-cell mode. Interneurons in Layer 1 

were identified by their proximity to the pial surface. 

 

 



 

44 
 

Morphological Reconstruction: 

In a subset of experiments, biocytin (0.5%; Sigma, St. Louis, MO) or Alexa Fluor 

594 hydrazide (0.075%; Molecular Probes, Eugene, OR) was added to the intracellular 

solution for post-hoc morphological analysis. Slices with biocytin-filled cells were 

processed as previously described (Zhou and Hablitz, 1996b). Slices with Alexa Fluor 

filled cells were fixed in paraformaldehyde at 4oC for 48 hours then mounted to slides 

for imaging. Fluorescently labelled cells were imaged using a Zeiss LSM 510 confocal 

microscope (Carl Zeiss Inc.; Thornwood, NY) using a 605/670 bandpass emission filter. 

Images were acquired using Zen software (Zen Software Inc.; Trumbull, CT) and further 

processed using image J (U.S. NIH; Bethesda, MD) and Photoshop (Adobe Systems Inc., 

San Jose, CA). 

Data Acquisition and Analysis:  

Whole-cell recordings were obtained using an ELC-03XS npi bridge balance 

amplifier (npi Electronic GmbH; Tamm, Germany). Signals were acquired using Clampex 

software with a Digidata 1322A interface (Molecular Devices; Union City, CA, USA). 

Evoked responses were digitized at 10 kHz, filtered at 2 kHz, and analyzed using Clampfit 

9.0 software (Molecular Devices). Synaptic responses were evoked using a nichrome 

bipolar electrode positioned in L2, ~100 µm from the recording electrode, using 10-100 

µA current pulses of 100 µs duration, and examined using trains of 5 pulses with 10 sec 

intervals between evoked trains. EPSP summation was calculated as the percent change 

in the amplitude of the fifth evoked event relative to the amplitude of the first event. 

Area under the curve of evoked trains (AUC) was calculated from the onset of the first 
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stimulation until return to RMP following the fifth stimulation. AUC was normalized to 

the amplitude of the first EPSP to account for changes in input, as stimulus intensity was 

kept constant for pre- and post-drug trials. Both summation and AUC were initially 

analyzed across all frequencies, using a post-test to identify frequency-specific effects. 

Miniature event analysis was performed using MiniAnalysis (Synaptosoft). An equal 

number of consecutive events was taken from each recorded cell for analysis. 

Drugs and Drug Application: 

Bicuculline-methiodide (10 μM) (Abcam; Cambridge, MA, USA) or SR95531-

hydrobromide (10 μM) (Tocris; Ellisville, MO, USA) was present in the saline for all 

experiments to block GABAA mediated synaptic transmission. After recording control 

responses, 4-Ethylphenylamino-1,2-dimethyl-6-methylaminopyrimidinium chloride (20 

μM) (ZD7288; Tocris Bioscience, Ellisville, MO) was washed in for ten minutes to block 

HCN channels (Harris and Constanti, 1995). ZD7288 was applied at a 10 μM 

concentration in a set of control experiments in order to rule out dose-dependent, off-

target effects. In another set of control experiments, 20 μM ZD7288 was added to the 

normal K-gluconate internal solution for cell-specific, post-synaptic HCN channel 

inhibition. Tetrodotoxin-citrate (1 μM) (Sigma; St. Louis, MO, USA) was used to block 

action potential mediated synaptic transmission for the analysis of mEPSCs. All drugs 

were bath applied unless otherwise stated, with each neuron serving as its own control.  

Statistics: 

 Statistical analysis was performed using GraphPad Prism 6 (LaJolla, CA, USA). 

Data are expressed as either mean ± SEM or dots representing each individual data 
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point. Traces shown are the average of 10 sweeps. Sample size (n) is the number of cells 

used for each experiment, with a minimum of three animals used per group. Statistical 

comparisons of responses before and during drug application was performed using a 

one- or two-tailed Student’s t-test, or Two-way ANOVA with a Sidak correction for 

multiple comparisons. For all tests, p < 0.05 was considered significant. Hierarchical 

clustering was performed using R-based software (Wessa, 2016), and partial least 

squared enhanced discrimination analysis was performed using the Excel add-in 

Multibase package (Numerical Dynamics, Japan). 

 

RESULTS 

Unbiased clustering of mature L1 INs  

 In this study we sought to determine if HCN channels modulate the excitability of 

cortical layer I (L1) INs, and if so, whether those effects displayed cell-type specificity. In 

order to evaluate cell-type specific effects, it was first necessary for us to identify and 

characterize distinct cell groups within L1. Similar to previous work, unbiased 

hierarchical clustering was employed to identify discrete cell clusters (Ma et al., 2006; 

McGarry et al., 2010; Ferrante et al., 2016). Briefly, using a set of eight active and 

passive membrane properties, we were able to identify three distinct cell types in L1 of 

the adult AGm (Fig 1A).  Partial least square (PLS) regression was then performed to 

confirm that the clusters represented physiologically distinct groups and to identify the 

key differentiating characteristics. As shown in Fig 1B, PLS suggested cell clusters were 

most strongly differentiated based on their initial firing frequency and spike frequency 
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adaptation.  Quantitative comparison of firing properties between groups supported the 

finding that firing frequency and adaptation defined each cell type (Fig 2A) (Initial firing 

frequency – Group 1: 110.4 + 3.5 Hz, Group 2: 54.2 + 4.3 Hz, Group 3: 170.7 + 6.4 Hz; p < 

0.0001, ANOVA; Spike frequency adaptation – Group 1: 0.67 + 0.03, Group 2: 0.61 + 

0.04, Group 3: 0.84 + 0.02; p < 0.0001, ANOVA). Based on their intrinsic properties the 

three groups were classified as regular spiking (RS), non-accommodating (NA) and burst 

accommodating (BA), respectively (Fig 2B).  

The voltage “sag” response characteristics of Ih were also quantified to assess 

differences in functional HCN channel expression between groups.  A small Ih sag was 

observed in each cell-type, however no differences were seen between groups (data not 

shown) (Time-current amplitude interaction: p = 0.9822, 2-way ANOVA). A group of cells 

were also incrementally stepped to hyperpolarized potentials under voltage-clamp to 

quantify the instantaneous and steady-state current associated with Ih (Fig 2C). Using 

the HCN channel inhibitor ZD7288 we were able to confirm the presence of small 

amplitude Ih in L1 INs (Fig 2D) (Instantaneous – Control: 128.57 + 23.71 pA, ZD7288: 

39.15 + 12.86 pA;  p < 0.01, paired t-test; Steady-state – Control: 132.97 + 20.19 pA, 

ZD7288: 38.73 + 10.92 pA;  p = 0.0001, paired t-test). The measured Ih amplitude was 

small compared to currents previously observed in other neurons (Maccaferri and 

McBain, 1996; Aponte et al., 2006; Albertson et al., 2011; Albertson et al., 2017). 

 Morphological analysis was performed on a subset of cells to further validate the 

identified cell clusters. Based on previous work (Jiang et al., 2013; Lee et al., 2014), a 

subset of cells were filled with Alexa dye and split into initial burst spiking and non-
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accommodating groups (Fig 3A) based on their firing properties. Blinded to physiological 

grouping, post-hoc reconstructed L1 INs were morphologically classified as either deep 

projecting or horizontally projecting (Fig 3B). As quantified in Fig 3C, a distinct deep 

projecting axon was identified in a larger percentage of BA cells (BA = 11 of 14, NA = 1 of 

8), while a greater portion of NA cells were definitively identified as horizontally 

projecting (BA = 1 of 14, NA = 3 of 8). Cells for which a clear classification could not be 

determined were not included in either group. This finding is consistent with previous 

data suggesting the firing patterns of L1 INs can be predictive of morphology (Wozny 

and Williams, 2011; Jiang et al., 2013).  

 

Differential modulation of the excitability of mature L1 INs by HCN channels 

 HCN channels have been shown to modulate various intrinsic properties of 

neurons in a cell-specific manner (Robinson and Siegelbaum, 2003; Biel et al., 2009). 

Having established the presence of Ih, we bath applied ZD7288 to determine the role of 

HCN channels in modulating the excitability of AGm L1 interneurons. Application of 

ZD7288 did not produce a significant RMP hyperpolarization (RS – Control: -75.21 + 1.04 

mV, ZD7288: -69.52 + 1.48 mV; p > 0.05, 1-tailed t-test; NA – Control: -67.14 + 2.87 mV, 

ZD7288: -62.71 + 2.94 mV; p > 0.05, 1-tailed t-test; BA – Control: -76.2 + 0.91 mV, 

ZD7288: -72.65 + 1.35 mV; p > 0.05, 1-tailed t-test) or increase in RIN (RS – Control: 

204.26 + 14.67 M, ZD7288: 229.23 + 15.59 M; p > 0.05, 1-tailed t-test; NA – Control: 

215.46 + 27.15 MZD7288: 227.57 + 27.5 M; p > 0.05, 1-tailed t-test ; BA – Control: 

182.86 + 17.16 M, ZD7288: 220.43 + 17.62 M p > 0.05, 1-tailed t-test) for any cell 



 

49 
 

type (Fig 4 A, B).The initial frequency of both RS and BA groups were decreased 

following ZD7288 application (RS – Control: 110.43 + 3.53 Hz, ZD7288: 92.94 + 4.16 Hz; p 

< 0.01, Holm-Sidak test; BA – Control: 170.7 + 6.44 Hz, ZD7288: 121.44 + 7.11 Hz; p < 

0.0001, Holm-Sidak test), with no effect observed on NA neuron firing rate (Control: 

54.2 + 4.26 Hz, ZD7288: 60.79 + 8.51 Hz; p = 0.5, Holm-Sidak test) (Fig 4C). In addition, 

HCN channel inhibition caused a significant increase in the action potential half-width of 

RS neurons (Control: 1.15 + 0.03 ms, ZD7288: 1.32 + 0.05 ms; p < 0.01; Holm-Sidak test) 

without affecting the action potential rise time (Control: 0.72 + 0.02 ms, ZD7288: 0.75 + 

0.02 ms; p = 0.32, Holm-Sidak test) (Fig 4D, E).  

 Extensive work has also described a role for HCN channels in modulating the 

integration of synaptic inputs to neurons (Stuart and Spruston, 1998; Willliams and 

Stuart, 2000; Berger et al., 2001; Albertson et al., 2011). These studies have shown that 

the density and distribution of HCN channels across a cell’s processes can confer 

frequency dependent filtering and spatial integration of synaptic inputs. To characterize 

the contribution of HCN channels to the synaptic excitability of L1 INs, we evaluated the 

effect of ZD7288 application on the integration of synaptic inputs evoked by trains of 5 

stimulations at 10, 20 and 40Hz (Fig 5). Synaptic integration was evaluated by 

quantifying evoked EPSP amplitudes as well as the total area under the curve of evoked 

activity (AUC). In RS cells, inhibition of HCN channels significantly increased synaptic 

summation (p < 0.01, 2-way ANOVA) and AUC (p < 0.0001, 2-way ANOVA), particularly 

with 40Hz input (Summation: p < 0.01, Sidak post-test; AUC: p < 0.0001, Sidak post-test) 

(Fig 5A). In contrast, HCN channels inhibition did not have any effect on the summation 
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(p = 0.9277, 2-way ANOVA) or AUC of EPSPs in NA cells (p = 0.0854, 2-way ANOVA) (Fig 

5B). The synaptic integration of BS cells demonstrated moderate HCN channel 

modulation, showing a significant increase in the AUC (p < 0.01, 2-way ANOVA), but no 

observable increase in the summation of EPSPs (p = 0.1729, 2-way ANOVA) following 

ZD7288 application (Fig 5C). In combination with the distinct effects of ZD7288 on the 

intrinsic properties of identified groups, these results suggest HCN channels modulate 

the excitability of RS and BA cells, but do not significantly affect NA neurons in the adult 

AGm. 

 In addition to effects on neuronal excitability, HCN channels have also been 

shown to modulate presynaptic neurotransmitter release in certain cell populations 

(Santoro et al., 1997; Southan et al., 2000; Cuttle et al., 2001; Aponte et al., 2006). To 

ensure effects observed upon ZD7288 application were due to a postsynaptic effect, we 

examined presynaptic neurotransmitter release by assessing the amplitude and 

frequency of miniature EPSCs onto L1 INs, as well as the paired-pulse ratio (PPR) of 

evoked EPSPs. No changes were observed in the frequency (p > 0.9999, Kolmogorov-

Smirnov test) or amplitude (p = .9988, Kolmogorov-Smirnov test) of miniature EPSCs. 

Moreover, ZD7288 had no effect on the PPR of EPSPs evoked at 25 ms (Control: 0.83 + 

0.05, ZD7288: 0.95 + 0.08; p = 0.1432, paired t-test), 50 ms (Control: 0.87 + 0.07, 

ZD7288: 0.96 + 0.08; p = 0.2368, paired t-test) or 100 ms (Control: 0.85 + 0.05, ZD7288: 

0.97 + 0.09; p = 0.1515, paired t-test) intervals, suggesting any effects of ZD7288 were 

postsynaptic. To further confirm a postsynaptic mechanism of action for ZD7288, EPSP 

summation experiments were performed using modified intracellular solution 
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containing either Cs+, a non-specific HCN channel blocker, or ZD7288 to specifically 

block post-synaptic HCN channels. Under both conditions, the effects of ZD7288 on 40 

Hz EPSP summation (Cs+ – Control: -0.39 + 0.35, ZD7288: -0.75 + 0.06; p = 0.3005, paired 

t-test; Intracellular ZD7288 – Control: -0.61 + 0.07, ZD7288: -0.49 + 0.09; p = 0.0833, 

paired t-test) were abrogated, suggesting a post-synaptic basis for the changes in 

synaptic excitability observed following HCN channel inhibition. In addition, the sag 

responses and inward rectification typical of HCN channel activation were absent 

following ZD7288 wash-on.   

 

Classification of L1 INs throughout development 

It is well known that synaptic activity during development shapes cortical 

connectivity which will persist into adulthood. Recent work has shown that HCN channel 

expression and function can display developmental changes, conferring varying patterns 

of excitability modulation (Surges et al., 2006; Bender and Baram, 2008; Cho et al., 

2011; Seo et al., 2015). We therefore sought to determine if the effects of HCN channels 

on L1 IN excitability were developmentally regulated.  

Cajal-Retzius cells constitute the majority of the neuronal population found in L1 

during the first postnatal week (Bradford et al., 1978; Chun and Shatz, 1989; Zhou and 

Hablitz, 1996a). Since the presence of Cajal-Retzius cells is transient – virtually 

disappearing by postnatal day 14 (P14) – the developmental time course of HCN channel 

effects was characterized from P10 to P21 in order to assess cell-types in which the 

effect of HCN channels could be evaluated into adulthood. Under these restrictions we 
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could reasonably presume that neurons recorded at the youngest age would ultimately 

develop into one of the cell-types identified in adult animals. Based on the time course 

of changes in intrinsic properties, developmental data was grouped into three-day bins 

for analysis: P10-12, P13-15, P16-18 and P19-21. 

Identification of specific cell-types throughout development was performed 

using cluster analysis and PLS as was done for cells from adult animals. Beginning with 

analysis combining adult and P19-21 data sets, clustering was performed in reverse 

chronological order across sequential age groups in order to trace specific cell types 

throughout development (Fig 6A). Cluster analysis was then performed within each 

three day group to definitively identify cell clusters at each age (Fig 6B). Using this 

method, the RS and NA clusters identified in adult animals could be traced throughout 

development back to P10, with BA cells emerging at P16. As with the groups identified 

in adult animals, PLS identified initial firing frequency and frequency adaptation as key 

determinants of neuronal grouping throughout development (Fig 7 A-D). Comparison of 

intrinsic properties across groups revealed a distinction between NA cells and the other 

groups (Fig 8). Specifically, NA cells displayed a more depolarized RMP (Fig 8A) and 

lower firing frequency (Fig 8D) throughout development. BS cells exhibited a 

significantly higher firing frequency than both RS and NA cells (Fig 8A), but did not differ 

from RS cells in any other properties. Due to the similarity of their intrinsic properties, it 

is possible that BA neurons represent a subset of RS cells which developmentally 

differentiates based on the expression of channels which facilitate the higher firing 

frequency. 
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Distinct patterns of L1 IN excitability modulation throughout development 

Having confirmed identified clusters persist throughout development, we next 

assessed whether L1 INs displayed developmental changes in HCN channel mediated sag 

responses (Fig 9).  Interneurons recorded at P10-12 displayed a significantly larger 

voltage sag then observed at all other ages (p < 0.0001, Tukey’s test), with adult neurons 

displaying the smallest sag (Fig 9 A) (p < 0.01, Tukey’s test) . Sag amplitude stabilized 

following P12, with no difference being observed between any other developmental age 

groups. At P13-15 the voltage sag of NA neurons was significantly larger than that of RS 

neurons (p < 0.0001, 2-way ANOVA), though no difference between groups persisted 

throughout the entire developmental time course. 

The effects of Ih on intrinsic excitability throughout development were then 

examined. As summarized in Table 1, HCN channel inhibition resulted in a significant 

decrease in the initial frequency of RS and BA neurons across their developmental 

ranges, but did not affect the firing of NA cells. Also harmonious with data from adult 

cells, application of ZD7288 did not produce membrane hyperpolarization or an increase 

in RIN in any group during development. 

 The modulatory effects of HCN channels on synaptic integration throughout 

development were also examined. In RS cells, modulation by HCN channels increased 

developmentally (Fig 10). HCN channel inhibition had no effect on synaptic excitability 

at the youngest age recorded (Fig 10A), caused a significant increase in summation but 

not AUC at P13-15 (Fig 10B), and from P16-21 significantly increased both summation 

and AUC (Fig 10 C,D). In stark contrast, we found the effects of HCN channel inhibition 
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display a pattern of decreasing significance throughout development in NA neurons 

(Table 2). In NA cells at P10-12 inhibition of HCN channels caused the largest change in 

summation and AUC seen for any group at any age. Summation and AUC were both 

significantly affected by HCN channel inhibition for NA cells at P13-15 and P16-18, with 

the magnitude of observed changes becoming progressively smaller with age. In P19-21 

NA cells, inhibition of HCN channels caused a small, significant increase in summation, 

but had no effect on AUC. BS cells demonstrated modulation by HCN channels similar to 

that seen in RS cells. Both the summation and AUC of EPSPs were significantly increased 

in BS neurons at P16-18 and P19-21 (Table 2). Viewing developmental data together 

with data generated from adult cells, clear developmental patterns of HCN channel 

modulation emerge, with modulation increasing and decreasing with age in RS and NA 

cells, respectively (Table 2). As with cells from mature animals, HCN channel inhibition 

had no effect on the frequency of mEPSCs, again suggesting changes seen in the 

presence of ZD7288 are due to a postsynaptic effect. 

 

DISCUSSION 

Data Summary 

 In the present study we investigated the modulatory influence of HCN channels 

on the intrinsic and synaptic excitability of AGm L1 interneurons throughout 

development. Two cell types which persisted throughout development were 

physiologically identified and characterized as RS and NA neurons. Assessing 

morphological data in conjunction with physiology, we found that RS and NA neurons 
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largely overlap with neurogliaform-like cells (NGCs) and single bouquet cells (SBCs), 

respectively, as previously identified in L1 (Jiang et al., 2013). Interestingly, our studies 

revealed that these two groups display divergent patterns of HCN channel modulation 

throughout development. We found that inhibition of HCN channels altered the 

repetitive firing properties of RS neurons across every age, whereas no effects on the 

intrinsic excitability of NA neurons were seen. RS cells also displayed a pattern of 

gradually increasing modulation of synaptic excitability with age, showing no effect of 

HCN inhibition at P10, but a significant effect on both the summation and AUC of EPSPs 

in maturity. Conversely, NA neurons evidenced decreased modulation by HCN channels 

over time, with large effects on EPSP summation and AUC observed at P10-12 and no 

effects detected in maturity. A third cell-type was also identified beginning at P16, and 

was physiologically characterized as BS neurons. BS cells displayed morphological and 

physiological characteristics similar to those of RS cells. The influence of HCN channel 

inhibition on the excitability of BS cells also closely resembled that of RS cells – 

modulation of repetitive firing properties at all ages and moderate enhancement of 

synaptic excitability in maturity – suggesting BS cells may represent a subset of RS 

neurons differentiated by channel expression. 

 

Effect of interneuron excitability on cortical output 

In the neocortex, gamma-aminobutyric acid producing (GABAergic) interneurons 

are the primary source of inhibition and serve to regulate glutamate-driven network 

output (Markram et al., 2004; Silberberg, 2008; Hu et al., 2014). Extensive studies to 
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characterize cortical GABAergic interneurons have revealed multiple interneuron classes 

which display unique intrinsic properties and synaptic targets (DeFelipe, 1993; Cauli et 

al., 1997; Kawaguchi and Kubota, 1997; Gupta et al., 2000). Due to these functional 

differences, interneurons display class-specific roles in regulating network excitability 

via mechanisms such as spike timing control and modulation of synaptic integration 

(Pinto et al., 2000; Pouille and Scanziani, 2001; Wehr and Zador, 2003; Gabernet et al., 

2005). Cortical output via pyramidal cells (PCs) is strongly directed by the integration of 

synaptic inputs to PC dendrites. The ability of synaptic inputs to affect PC firing requires 

spatiotemporal integration of multiple signals in order to facilitate EPSP summation and 

propagation to the soma (Magee, 2000). This synaptic summation involves the additive 

effect of synchronous EPSPs, as well as the divisive integration of inhibitory, GABAergic 

input (Palmer et al., 2012b; Chiu et al., 2013; Lee et al., 2014). As such, the relative 

timing and kinetics of inhibitory and excitatory inputs directly affect PC firing and 

synaptic plasticity (Golding et al., 2002; Larkum et al., 2004).  

Cortical and thalamic inputs to L1 form synapses on both PC dendrites and L1 

interneurons, potentially causing PC dendrites to receive a combination of excitatory 

input and feedforward inhibition from activation of a single afferent fiber (Mitchell and 

Cauller, 2001; Llinas et al., 2002; Larkum et al., 2009). Following classical Hebbian 

plasticity, synaptic connectivity is strongly modified by changes in the input-output 

dynamics of synaptically coupled cells. Particularly early in development, the correlation 

between a synaptic input and the firing of the post-synaptic cell will influence the 

strengthening or pruning of that synapse (Purves and Lichtman, 1980; Shatz, 1990; Katz 
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and Shatz, 1996). The excitability of L1 interneurons is central to determination of the 

timing and kinetics of their synaptic output, which modulates the integration of 

spatiotemporally distinct inputs on PC dendrites. In this way, the excitability of L1 

interneurons during development can affect the formation of cortical connectivity which 

forms information circuits that will persist into  

Previous work from our lab has shown that HCN channels can affect the intrinsic 

and synaptic excitability of interneurons (Albertson et al., 2011; Albertson et al., 2017). 

HCN channels are active at rest, contributing to the RMP and conductance of the 

membrane in a cell-type specific manner (Pape, 1996; Lupica et al., 2001; Nolan et al., 

2003; Day et al., 2005; Meuth et al., 2006). Although not a canonically associated 

function, HCN channels can also modulate repetitive firing properties via attenuation of 

action potential half-width and mAHP duration (Tanaka et al., 2003; Kouranova et al., 

2008; Cho et al., 2011). As with PCs, spatiotemporal integration of multiple signals is 

necessary for synaptic inputs to modify the firing patterns of interneurons. Many studies 

have characterized a role for HCN channels in restricting the spatiotemporal integration 

of synaptic inputs (Stuart and Spruston, 1998; Williams and Stuart, 2000; Berger et al., 

2001; Albertson et al., 2011). Specifically, HCN channels have been shown to attenuate 

the amplitude and duration of EPSPs, and act as a coincidence detector by preferentially 

facilitating the summation of spatially distributed inputs which arrive within a narrow 

temporal window (Dembrow et al., 2015). HCN channels can therefore act as key 

modulators of neuronal firing in response to synaptic input through effects on both 

intrinsic and synaptic neuronal excitability. In theory, these modulatory effects in L1 



 

58 
 

interneurons will subsequently influence the integration of synaptic inputs on PC 

dendrites, potentially altering cortical output.  

 

Information processing in the medial agranular cortex 

  The medial agranular cortex (AGm) is a cortical region in which maintenance of 

network dynamics is particularly important for information processing (Kargo et al., 

2007; Ehrlich et al., 2011; Li et al., 2015). The AGm is most strongly differentiated from 

surrounding cortical areas by its cortical connectivity patterns, with AGm sending 

projections to primary motor cortex and sensory cortical areas (Reep et al., 1987; Reep 

et al., 1990; Gu et al., 1999; Jeong et al., 2016). In contrast to the adjacent cortical areas, 

AGm receives afferents from parietal cortex and primary sensory cortical areas, 

including auditory and visual cortex, as well as dopaminergic input from the ventral 

tegmental area (Reep et al., 1984; Conde et al., 1995; Smith and Alloway, 2013). 

Efferent projections to the superior colliculus also emanate from AGm but not AGl (Reep 

et al., 1987; Sesack et al., 1989). Reciprocal connectivity between AGm and the 

thalamus displays patterns which largely overlap with the anterior cingulate and AGl 

with respect to the nuclei sending and receiving projections. However, slight variation 

between regions can be seen in the density of connections with specific nuclei (Leonard, 

1969; Krettek and Price, 1977; Donoghue and Parham, 1983; Conde et al., 1990). Based 

on these connectivity patterns, the AGm is considered a homologue of the premotor 

and supplementary motor areas of the primate cortex (Sul et al., 2011; Passingham et 

al., 1988). Accordingly, activation of AGm efferent fibers incites little to no motor 
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activity (Donoghue and Wise, 1982; Sanderson et al., 1984; Neafsey et al., 1986). Rather, 

AGm has been demonstrated to be critical for the selection of informed or value-based 

actions (Kargo et al., 2007; Ostlund et al., 2009; Ehrlich et al., 2011; Murakami et al., 

2014; Li et al., 2015). Given that L1 INs regulate information processing in cortical 

circuits (Cauller, 1995; Shlosberg et al., 2006; Palmer et al., 2012; Jiang et al., 2013), 

regulation of the excitability of L1 cells is crucial for precise AGm output.   

 

Different contributions of interneuron subtypes to cortical network activity 

The L1 interneuron subtypes we have identified coincide well with other 

reported classification dichotomies: deep projecting, accommodating cells have been 

identified as NGCs and horizontal, non-accommodating cells as SBCs (Kubota et al., 

2011; Jiang et al., 2013). These studies have characterized these L1 interneuron 

subtypes, identifying distinct patterns of synaptic connectivity. Of particular relevance 

to our findings, Jiang et al. reported opposing effects of the identified cell types on PC 

firing (reviewed by Larkum, 2013). Specifically, the paper found that activation of SBCs 

resulted in an increase in PC firing through disinhibition of L2/3 interneurons, whereas 

NGC activation produced a significant decrease in PC firing via synchronization of L2/3 

interneuron firing which resulted in a decrease of dendritic spikes.  

Recent work by our lab has shown that in addition to regulating the intrinsic 

excitability of PCs and excitatory network activity, Ih also acts to constrain GABAergic 

network activity (Williams and Hablitz, 2015). The conflicting effect of SBCs and NGCs on 

PC firing could be of particular importance when establishing synaptic connectivity 
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patterns during cortical development, and the differential patterns of HCN channel 

effects could facilitate complementary roles for the two interneuron classes. HCN 

channel-mediated attenuation of NGCs/NA cells’ synaptic excitability early in 

development would restrict temporal EPSP summation in those cells. In theory, this 

effect would attenuate the summation of temporally separate inputs and decrease the 

probability of action potential elicitation, thereby preventing the correlation of distinct 

afferents and possibly prompting the pruning of those synapses. Conversely, spatially 

disparate, yet synchronous inputs to NA neurons would have an increased probability of 

eliciting an action potential under these conditions, subsequently producing an increase 

in PC firing through inhibition of L2/3 interneurons. As such, through providing 

synchronous input to NA cells, distinct afferents could become correlated through 

synaptic strengthening as a result of direct correlation to the firing of both NA cells and 

PCs. Through this mechanism, synaptic connectivity and correlation patterns could be 

established which would be stabilized by the formation of perineuronal nets throughout 

development. With stabilization of synaptic connectivity and synchronicity, the 

specificity of synaptic integration conferred by HCN channels would be of less 

importance than during development. Furthermore, the lack of HCN channel-mediated 

EPSP attenuation in adults would increase the probability of synaptic input triggering an 

action potential.  

In RS cells, the lack of HCN channel modulation early in development would 

enhance the probability of action potential firing in response to synaptic input. Under 

these conditions, synaptic input causing activation of a RS cell would produce a decrease 
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in PC firing through synchronization of L2/3 mediated inhibition. With increased HCN 

channel modulation in adults, the summation of synaptic inputs onto RS cells would be 

attenuated, thereby decreasing the probability of eliciting an action potential in a RS cell 

and consequently decreasing inhibition of PC firing. In theory, the inverse 

developmental patterns of HCN channel effects in NA and RS cells convey synaptic 

dynamics which are complementary in terms of network dynamics.  

As a consequence of HCN channel function early in development, temporally 

disparate synaptic inputs to L1 interneurons are likely to exert only a small influence on 

PC firing, preferentially causing a decrease in firing rate. Synchronous input to L1 during 

this time, however, would likely cause a significant increase in PC firing due to the 

modulatory effect of HCN channels on NA cells’ synaptic integration. Theoretically, the 

opposite would then hold true under the conditions of altered HCN channel modulatory 

effects in adults. It is likely that asynchronous input to L1 in the mature cortex would 

still induce only a modest change in PC firing; however the effect would more likely be 

an increase in PC firing. Conversely, due to the effects of HCN channels on RS cells’ 

synaptic integration, synchronous input to L1 would more likely increase PC firing early 

in development. In this way, HCN channels could potentially serve to refine synaptic 

connectivity and dynamics during development and constrain the excitability of the 

mature cortex. Further experiments are necessary to directly test this paradigm, as this 

study has not investigated how the modulatory effects of HCN channels on L1 

interneurons affects PC firing or disynaptic inputs to PCs. 
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Figure 1. Unbiased identification of physiological distinct L1 IN populations. 

A. Dendrogram generated from hierarchical cluster analysis of L1 cells. Black vertical bars 

separate the three groups identified. Each terminal branch represents a recorded L1 IN. B. 

Partial lest squares enhanced discrimination analysis (PLS-EDA) was used to ascertain the 

defining properties for identified groups. The contribution of assessed properties to each 

principal component (PC) is illustrated in the graph to the left. Correlation of individual cells 

plotted on the same axes (right graph) reveals that initial firing frequency and frequency 

adaptation most strongly identify Group 3, with Groups 1 and 2 being distributed along the 

same PC axis. 
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Figure 2. Characterization of identified L1 IN populations. 

A. Representative traces of the firing patterns observed for each of the identified cell groups. B. 

Quantitative comparison of group intrinsic properties. C. Example traces of Ih recordings before 

(black, top) and after (red, bottom) wash-on of ZD7288. D. Quantification of Ih as shown in C. 

Instantaneous current was measured at the peak after current onset and steady-state 

immediately prior to current offset. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001, Tukey’s 

post-test. Each shape represents an individual cell. Error bars are mean + SEM. 
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Figure 3. L1 IN physiology correlates with morphology. 

A. Example traces of firing pattern classifications used for correlation with morphological 

features. B. Representative images of a deep-projecting (left) and horizontally-confined (right) 

L1 IN. C. Tally of physiologically defined cell types displaying identified morphologies. 
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Figure 4. HCN channel blockade exerts cell-type specific effects on intrinsic excitability.  

Graphs quantifying the resting membrane potential (A), input resistance (B), initial firing 

frequency (C), action potential half-width (D) and action potential rise time (E) of cells in each 

group before (black circles) and after (red squares) ZD7288 wash-on. *p<0.05, paired t-test. 

Each shape represents an individual cell. Error bars are mean + SEM. 
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Figure 5. HCN channels differentially regulate the synaptic excitability of identified cell groups.  

A. Top: representative traces of EPSPs evoked at 40 Hz before (black) and after (red) bath 

application of ZD7288. Center: Quantification of EPSP summation before (black) and after (red) 

ZD7288 wash-on. Bottom: Quantification of total AUC of EPSPs evoked in the presence (red) and 

absence (black) of ZD7288.  B & C. Same as in A but for Group 2 and Group 3 cells, respectively. 
##p<0.01, ###p<0.001, 2-way ANOVA. **p<0.01, ****p<0.0001, Dunn-Sidak’s post-test. Error bars 

are mean + SEM. 
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Figure 6. L1 IN cell groups identified in adults can be traced through development.  

A. Dendrograms generated from grouping of cells from p19 – adult animals (left) and p16 – p21 

animals (right). Reverse chronological clustering was performed across consecutive age groups 

to track identified cell groups through development. B. Dendrograms displaying clustering of 

neurons at each developmental stage. The overlaid classification was determined from reverse 

chronological clustering. 
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Figure 7. Initial firing frequency identifies cell types throughout development.  

As in Figure 2.1, PLS-EDA was used to ascertain the determinant characteristics of identified cell 

clusters at p10-12 (A), p13-15 (B), p16-18 (C) and p19-p21 (D). At all ages, initial firing frequency 

most heavily contributes to the primary principal component. 

  



 

82 
 

 

 

 

 

 

Figure 8. Identified L1 IN groups display distinct intrinsic properties throughout development. 

Graphs illustrating differences in the resting membrane potential (A), input resistance (B), action 

potential half-width (C), initial firing frequency (D) and frequency adaptation (E) of cells in each 

group throughout development. Error bars are mean + SEM. 
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Figure 9. Ih-mediated sag amplitude is developmentally regulated. 

A. The Ih-associated voltage sag is significantly larger than any other age group at p10-12, and 

significantly smaller in adult cells. B. Example traces of the voltage sag observed in cells from 

p10-12 (top) and adult (bottom) animals. Black arrow indicates sag. Error bars are mean + SEM. 
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Figure 10. Developmental modulation of synaptic excitability by HCN channels. 

A. Graphs quantifying the effects of HCN channel blockade (red squares) on EPSP summation 

(left) and the total AUC of evoked EPSPs (right) in Group 1 cells recorded at p10-12. B-D. Same 

as in A, but for cells recorded at p13-15 (B), p16-18 (C), and p19-21 (D). #p<0.05, ##p<0.01, 
###p<0.001, 2-way ANOVA. *p<0.05, Dunn-Sidak’s post-test. Error bars are mean + SEM. 
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Table 1. HCN channels differentially modulate the intrinsic excitability of identified L1 IN groups 

throughout development. 

A summary of the effects of HCN channels blockade on the intrinsic properties of identified cell 

groups throughout development. Statistical comparison was performed on values obtained 

before and after ZD7288 wash-on. *p<0.05, paired t-test. 

  



 

86 
 

 

 

Table 2. HCN channels display distinct patterns of synaptic excitability modulation in identified L1 

IN groups throughout development. 

A summary of the effects of HCN channels blockade on the synaptic excitability of identified cell 

groups throughout development. Statistical comparison was performed on values obtained 

before and after ZD7288 wash-on. *p<0.05, **p<0.01, ****p<0.0001, Dunn-Sidak’s post-test. 
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ABSTRACT 

 In the presence of the A-type K+ channel blocker 4AP, spontaneous epileptiform 

activity develops in the neocortex. This aberrant activity is GABA-mediated, persisting in 

the presence of excitatory amino acid receptor antagonists (EAA blockers), and thought 

to arise from synchronous firing of cortical interneurons (INs). While much attention has 

been given to the mechanisms underlying this GABAergic synchrony, the contribution of 

specific IN subtypes to the generation of these long-lasting discharges (LLDs) has not 

been investigated. In this work we employed genetically-encoded opsins to investigate 

the sufficiency and necessity of activation of three predominant IN subtypes – 

parvalbumin (PV), somatostatin (SOM) and vasointestinal peptide (VIP)-expressing – for 

the generation of cortical GABAergic synchrony. We found activation of PV or SST INs to 

be equally sufficient to generate LLDs whereas activation of VIP INs was not. In contrast, 

inhibition of PV INs strongly reduced LLD initiation while suppression of SST or VIP IN 

activity only partially attenuated LLD magnitude. These results suggest cortical INs 

perform cell type-specific roles in the generation of aberrant cortical network activity. 
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INTRODUCTION 

In the presence of the A-type K+ channel blocker 4-aminopyridine (4-AP), 

spontaneous epileptiform activity, termed long-lasting discharges (LLDs), occurs 

spontaneously and propagates through the neocortex (Aram et al., 1991; Avoli et al., 

1996). Surprisingly, these LLDs persist when excitatory glutamatergic neurotransmission 

is blocked with CNQX and D-APV (EAA blockers), and are suppressed by the GABAA 

antagonist bicuculline, suggesting the events arise from synchronous activity of 

inhibitory interneurons and represent propagating GABA-mediated excitation (Perreault 

and Avoli, 1992; Lamsa and Kaila, 1997; Williams and Hablitz, 2015). Much work has 

been done to identify and characterize the mechanism underlying this GABAergic 

hypersynchrony (Morris et al., 1996; Louvel et al., 2001; Hamidi et al., 2015), however, 

while this phenomenon is well documented, the role of specific interneuron (IN) classes 

in generating these events is poorly understood.  

The cortical GABAergic IN population is composed of distinct subgroups which 

are often identified by the expression of specific cell markers (Hendry, 1989; Somogyi 

and Klausberger, 2005; Yuste, 2005). The most abundant subpopulations - those 

expressing parvalbumin (PV) or somatostatin (SOM) – account for 30 -50% of the 

cortical IN population each (Lee et al., 2010; Miyoshi et al., 2010; Xu et al., 2010). These 

cell-types have been shown to exhibit distinct physiological and morphological 

characteristics, as well as unique synaptic connectivity patterns, allowing them to 

differentially contribute to network activity (Kubota et al., 1994; Toledo-Rodriguez et al., 

2004; Toledo-Rodriguez et al., 2005; Miyoshi et al., 2007; Uematsu et al., 2008; Rudy et 
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al., 2011). We have recently shown that 4-AP alters the action potential and repetitive 

firing properties of Martinotti cells (MC) and fast-spiking basket cells (FS-BC) in 

neocortex, the most common SST and PV expressing cells, respectively, making these 

cells prime candidates for involvement in LLD initiation (Williams and Hablitz, 2015). In 

this study, we employed genetically-encoded opsins to independently assess the 

sufficiency and necessity of MCs and FS-BCs to initiate LLDs.  

Vasointestinal peptide (VIP) expressing INs also comprise a substantial portion of 

the cortical IN population (Vucurovic et al., 2010; Rudy et al., 2011; Zeisel et al., 2015). 

Interestingly, VIP cells have been shown to inhibit other interneurons, particularly SOM-

expressing cells, thereby facilitating network disinhibition (von Engelhardt et al., 2007; 

Lee et al., 2013; Pfeffer et al., 2013; Pi et al., 2013). We therefore characterized the 

response of VIP interneurons to 4-AP, and, using genetically encoded opsins driven by 

the VIP promoter, assessed the effect of their activation and silencing on LLD initiation. 

In all genetic lines, spontaneous and optically- or electrically-evoked LLDs were recorded 

from putative Layer 2/3 INs and pyramidal cells (PCs) in normal saline and following 

application of 4-AP and EAA blockers, and the effect of light-driven manipulations of cell 

type-specific activity on the generation of LLDs was examined. 

 

METHODS 

Ethics Statement: 

All experiments were performed in accordance with the National Institutes of Health 

Guide for the Care and Use of Laboratory Animals with protocols approved by the 
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University of Alabama at Birmingham Institutional Care and Use Committee.  All 

available measures were taken to minimize pain or discomfort for research subjects. 

Animals: 

Experiments were performed on mouse lines with interneuron subtype-specific 

expression of genetically encoded opsins, achieved using the cre-lox system. 

Homozygous SOM-IRES-Cre (Ssttm2.1(cre)Zjh/J; stock no: 013044), PV-Cre (B6;129P2-

Pvalbtm1(cre)Arbr/J; stock no: 008069) or Vip-IRES-Cre (Viptm1(cre)Zjh/J; stock no: 010908) 

mice were crossed with homozygous Ai32 (B6;129S-Gt(ROSA)26Sortm32(CAG-

COP4*H134R/EYFP)HZE/J; stock no: 012569) or Ai35D (B6;129S-Gt(ROSA)26Sortm35.1(CAG-

aop3/GFP)Hze/J; stock no: 012735) mice to produce animals with cell-type specific 

expression of channelrhodopsin (ChR) or archaerhodopsin (Arch), respectively. All 

mouse strains were obtained from the Jackson Laboratory (Bar Harbor, ME, USA). 

Slice Preparation: 

Acute cortical slices containing the sensorimotor cortex were prepared from 6-

10 week old mice from each strain. Animals were anesthetized with isoflurane and 

decapitated.  The brain was quickly removed and immediately placed in ice-cold 

oxygenated (95% O2/5% CO2, pH 7.4) cutting solution consisting of (in mM): 135 N-

Methyl-D-glucamine, 23 NaHCO3, 1.5 KH2PO4, 0.4 ascorbic acid, 1.5 KCl, 0.5 CaCl2, 3.5 

MgCl2 and 10 D-glucose (Tanaka et al., 2008). Coronal brain slices (300 µm thick) were 

made using a Microm HM 650 vibratome (Microm; Walldorf, Germany). Slices were 

stored in saline containing (in mM) 125 NaCl, 26 NaHCO3, 1.25 NaH2PO4, 3.5 KCl, 2.0 
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CaCl2, 2.0 MgCl2 and 10 D-glucose at 37°C for 45 minutes, then kept at room 

temperature for a minimum of one hour until recording. 

Whole-cell Recording:  

Individual slices were transferred to a submerged recording chamber mounted 

on the stage of a Zeiss Axio Examiner D1 (Carl Zeiss Inc.; Thornwood, NY) microscope, 

equipped with Dodt contrast optics, a 40X-water immersion lens and infrared 

illumination to view neurons in the slices. The recording chamber was continuously 

perfused with oxygenated saline (3 ml/min at 30°C). Borosilicate patch electrodes had 

an open tip resistance of 3-6 MΩ when filled with an intracellular solution containing (in 

mM): 125 K-gluconate, 10 KCl, 10 HEPES, 10 creatine-PO4, 2 Mg-ATP, 0.2 Na-GTP, 0.5 

EGTA, which had an adjusted pH and osmolarity of 7.3 and 290, respectively. Tight seals 

of 1 GΩ or greater were obtained under visual guidance before breaking into whole-cell 

mode. Neurons in layer II/III were located by their proximity to the pial surface, and cell-

types were identified by their intrinsic properties, characterized by their response to 

depolarizing and hyperpolarizing current injection.  

Data Acquisition and Analysis:  

Whole-cell recordings were obtained using an ELC-03XS npi bridge balance 

amplifier (npi Electronic GmbH; Tamm, Germany). Signals were acquired using Clampex 

software with a Digidata 1322A interface (Molecular Devices; Union City, CA, USA). 

Evoked responses were digitized at 10 kHz, filtered at 2 kHz, and analyzed using Clampfit 

9.0 software (Molecular Devices). The amplitude, duration and area under the curve 

(AUC) of evoked activity were assessed. Amplitude was measured as the maximum peak 
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of the response relative to baseline, duration was defined as the period from the onset 

of stimulation until return to resting membrane potential, and AUC was calculated over 

the response duration. For evoked responses which did not return to baseline before 

the onset of activity induced by light offset in Arch expressing animals, duration and 

area were calculated over the period before light offset. Cells were held at -80 or -90 mV 

for quantification of evoked responses. For each genotype all cells were held at the 

same potential for consistent comparison.  

Slice Stimulation: 

Light-activation of opsins was achieved through full-field illumination of the 

tissue via fluorescent light (Xcite 120Q; Excelitas Technologies, Waltham, MA, USA) 

passed through the microscope objective. Light was passed through a YFP filter 

(Semrock YFP-2427B-000, Rochester, NY, USA; Ex: 500/24-25, Em: 542/27-25) for 

activation of ChR, or through a mCherry filter (Semrock mCherry-C-000; Ex: 562/40, Em: 

641/75) for activation of Arch. Unless otherwise noted, a 10 ms light pulse was used for 

activation of ChR, and Arch was activated for 1100 ms, beginning 100 ms before 

electrical stimulation. Light exposure was regulated by an optical shutter (Vincent 

Associates VS25; Rochester, NY, USA) controlled by a Uniblitz VCM-D1 shutter driver 

(Vincent Associates). The timing of light pulses was governed by an isolated pulse 

stimulator (A-M Systems Model 2100; Sequim, WA, USA) triggered by Clampex 

software. Electrically evoked synaptic responses were stimulated using a nichrome 

bipolar electrode positioned in L2/3, ~100 µm from the recording electrode, using 30-

150 µA current pulses of 100 µs duration. The intensity and frequency of stimulation 
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were set to evoke events similar in amplitude and frequency of spontaneous 

epileptiform activity in each slice. 

Drugs and Drug Application: 

After recording control responses in drug-free saline, 4-aminopyridine (100 M) 

(4AP; Sigma, St. Louis, MO, USA), 6-cyano-7-nitroquinoxaline-2,3-dione (10 M) (CNQX; 

Abcam, Cambridge, MA, USA) and D-(-)-2-amino-5-phosphonopentanoic acid (20 M) 

(D-APV; Abcam) were washed in for at least ten minutes to allow spontaneous 

epileptiform activity to develop and stabilize. In some experiments, bicuculline-

methiodide (10 μM) (Abcam), picrotoxin (100 M) (Sigma) or SR95531-hydrobromide    

(1 μM) (Tocris; Ellisville, MO, USA) was used to block GABAA mediated synaptic 

transmission, and SCH50911 (2 mM) (Tocris) to block GABAB mediated transmission. All 

drugs were bath applied, with each neuron serving as its own control.  

Statistics: 

 Statistical analysis was performed using GraphPad Prism 6 (LaJolla, CA, USA). 

Data are expressed as either mean ± SEM or dots representing each individual data 

point. Average traces shown are calculated from a minimum of three sweeps. Sample 

size (n) is the number of cells used for each experiment, with a minimum of three 

animals used per group. Statistical comparison of responses was performed using a one- 

or two-tailed Student’s t-test, or Two-way ANOVA with a Sidak correction for multiple 

comparisons. For all tests p < 0.05 was considered significant. 
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RESULTS 

Application of 4AP + EAA Blockers Generates GABA-mediated epileptiform activity  

 Before examining the role of different IN populations in the generation of 

GABAergic hypersynchrony, we first sought to characterize the epileptiform activity 

induced by application of 4AP + EAA blockers in our mice. For all recordings, cells were 

patched in normal saline and 4AP + EAA blockers were then bath applied following the 

recording of baseline intrinsic properties and responses to electrical stimulation. LLDs 

emerged in all recorded cells several minutes following 4AP + EAA application and 

progressively developed over the next 20-30 minutes (Fig. 1A). Of note, drug application 

caused a noticeable depolarization of INs (Baseline: -70.3 + 0.8 mV, 4AP + EAA Blockers: 

-65.5 + 0.9 mV; paired t-test, p < 0.0001, n = 48) and produced rhythmic spontaneous 

firing in PV cells (Fig. 1A, bottom). The amplitude and frequency of spontaneous activity 

eventually stabilized and remained relatively consistent for the remaining duration of 

the experiment. Following LLD stabilization, electrical stimulation was capable of 

evoking events similar to spontaneous LLDs (Fig. 1B) (Amplitude – Spontaneous: 6.63 + 

0.47 mV, Evoked: 5.78 + 0.56 mV; p = 0.1324, paired t-test; Duration – Spontaneous: 

2513 + 142 ms, Evoked: 2135 + 166 ms; p < 0.01, paired t-test; Area – Spontaneous: 

7856 + 726 mV*ms, Evoked: 4147 + 382 mV*ms; p < 0.0001, paired t-test). This suggests 

epileptiform bursts represent network activity and not the intrinsic firing of the 

recorded cell. In addition, direct depolarization of patched cells via current injection was 

not sufficient to elicit an epileptiform burst in any recording, and hyperpolarization of 

patched cells did not alter LLD frequency, further suggesting LLDs are a network-driven 
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phenomenon and not the intrinsic activity of individual cells. Spontaneous LLDs were 

blocked by bath application of GABA receptor antagonists (Fig. 1C) and had an reversal 

potential near the chloride equilibrium (Fig. 1D), consistent with this activity being GABA 

mediated. 

 

Cell type-specific activation of cortical INs 

Having characterized this model, we sought to determine the sufficiency of SOM 

cells to drive epileptiform activity. To investigate this question, mice with expression of 

ChR restricted to SOM-positive cells were generated by crossing mice expressing a cre-

dependent ChR gene with SOM:cre mice. As shown in Fig. 2A, antibody staining in 

cortical sections from these animals demonstrates the colocalization of ChR and SOM, 

with no ChR expression being seen in cells which lack SOM. The functional presence of 

ChR in SOM cells was then confirmed through whole-cell, patch clamp recordings. SOM 

INs were physiologically identified by their intrinsic membrane properties, strongly 

accommodating firing patterns, and the presence of a voltage “sag” upon membrane 

hyperpolarization, indicative of Ih which is characteristically seen in SOM-expressing cells 

(Lupica et al., 2001; Ma et al., 2006; Williams and Hablitz, 2015) (Fig. 2B). In cortical 

slices from SOM:ChR mice, whole field illumination of the tissue induced depolarization 

and AP firing in physiologically identified SOM cells but did not alter the membrane 

potential of PCs or PV INs. Following the induction of LLDs, electrically stimulated and 

light-evoked events were recorded and compared to spontaneous LLDs (Fig. 2C). As 

quantified in Fig 2D, in all cell types, the amplitude (Spontaneous: 4.35 + 0.60 mV, 
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Evoked: 4.51 + 0.87 mV; p = 0.7844, paired t-test), duration (Spontaneous: 2668 + 354 

ms, Evoked: 2576 + 345 ms; p = 0.6187, paired t-test) and total area (AUC) 

(Spontaneous: 5720 + 728 mV*ms, Evoked: 5203 + 870 mV*ms; p = 0.5665, paired t-

test) of light-evoked responses were equivalent to spontaneous LLDs.  

 The contribution of PV INs to the generation of cortical GABAergic synchrony 

was also assessed. As was done with SOM INs, restricted expression of ChR to PV cells 

was employed to evaluate the sufficiency of PV INs to generate LLDs. Cell type-specific 

expression of ChR in PV-positive neurons was verified using IHC (Fig. 3A) and 

functionally confirmed by the induction of light-induced membrane depolarizations and 

consequent AP firing in PV cells (Fig. 3B) but not PCs or SOM INs. PV INs were 

differentiated from SOM cells by their hallmark fast-spiking firing properties and lower 

input resistance. Light-activation of PV INs was sufficient to produce LLDs with 

amplitudes (Spontaneous: 5.70 + 0.44 mV, Evoked: 5.06 + 0.75 mV; p = 0.4364, paired t-

test), durations (Spontaneous: 3341 + 240 ms, Evoked: 3169 + 268 ms; p = 0.2375, 

paired t-test) and AUCs (Spontaneous: 11105 + 1040 mV*ms, Evoked: 9719 + 1077 

mV*ms; p = 0.0590, paired t-test) equivalent to spontaneous events in all cell types 

recorded (Fig. 3D). These results suggest that activation of either SOM or PV INs is 

sufficient to evoke LLDs. 

 

Cell type-specific inhibition of cortical INs 

 We next sought to determine if activation of either IN population was 

indispensable for the generation of LLDs. The necessity of SOM IN activation for LLD 
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initiation was investigated using mice with genetically encoded expression of the proton 

pump Arch restricted to SOM-positive cells. Restriction of Arch expression to SOM cells 

was achieved using the cre-lox system as with ChR. In whole-cell recordings of 

physiologically identified SOM cells, light activation of Arch induced membrane 

hyperpolarization sufficient to decrease firing (Fig. 4A). Light-activation did not 

significantly affect PCs of PV INs in normal saline. To determine the effect of SOM cell 

inhibition on the generation of epileptiform activity, LLDs were electrically stimulated in 

the presence or absence of whole-field illumination (Fig. 4B). Events recorded with or 

without concurrent SOM inactivation were compared, revealing that light-mediated 

inhibition of SOM INs caused an attenuation of LLD amplitude (Light Off: 8.46 + 0.77 mV, 

Light On: 5.97 + 0.60 mV; p < 0.0001, paired t-test), duration (Light Off: 1012 + 72.3 ms, 

Light On: 691 + 49.5 ms; p < 0.0001, paired t-test) and AUC (Light Off: 4141 + 363 

mV*ms, Light On: 2139 + 225 mV*ms; p < 0.0001, paired t-test) in all cell types recorded 

(Fig. 4C).  

 Experiments were then performed in slices from animals with Arch expression 

driven by the PV promoter in order to determine the necessity of PV INs for the 

generation of LLDs. Under whole-cell recording conditions, light stimulation induced a 

large membrane hyperpolarization in PV cells (Fig. 5A) but not PCs or SOM INs. 

Comparison of electrically evoked events with or without simultaneous light-induced PV 

IN inactivation (Fig. 5B) revealed that LLDs are virtually abolished when PV INs are 

silenced during event generation (Amplitude – Light Off: 8.10 + 0.64 mV, Light On: 3.07 

+ 0.46 mV; p < 0.0001, paired t-test; Duration – Light Off: 3029 + 248 ms, Light On: 879 + 



 

99 
 

42 ms; p < 0.0001, paired t-test; AUC – Light Off: 8366 + 869 mV*ms, Light On: 1092 + 

200 mV*ms; p < 0.0001, paired t-test) (Fig. 5C). 

 

Comparison of cell type-specific effects 

 To directly compare the observed effects of SOM and PV INs, the amplitude, 

duration and AUC of light-driven responses were assessed relative to the properties of 

spontaneous LLDs recorded in each cell (Fig. 6). As quantified in Fig. 6A, SOM and PV INs 

were equally capable of eliciting LLDs similar to those occurring spontaneously 

(Amplitude – SOM: 71 + 8 %, PV: 97+ 12 %; p = 0.0969, t-test; Duration – SOM: 96 + 5 %, 

PV: 96 + 9 %; p = 0.996, t-test; AUC – SOM: 76 + 09 %, PV: 83 + 13 %; p = 0.6607, t-test). 

However, whereas inhibition of PV INs greatly reduced LLD amplitude, duration and 

AUC, inhibition of SOM INs attenuated LLD parameters to a lesser extent (Amplitude – 

SOM: 72 + 3 %, PV: 37+ 4 %; p < 0.0001, t-test; Duration – SOM: 69 + 3 %, PV: 33 + 3 %; p 

< 0.0001, t-test; AUC – SOM: 48 + 3 %, PV: 14 + 2 %; p < 0.0001, t-test) (Fig. 6B). Light 

activation of PV:Arch INs decreased LLD measures to a significantly greater extent than 

SOM:Arch INs. 

In both PV:Arch and SOM:Arch animals, offset of the light triggered an LLD (Fig. 

7A). These rebound LLDs were similar to spontaneous LLDs in both groups, however, the 

amplitude and AUC of responses were significantly larger in PV:Arch animals compared 

to SOM:Arch animals (Amplitude – SOM: 80 + 8 %, PV: 132 + 14 %; p < 0.01, t-test; 

Duration – SOM: 149 + 18 %, PV: 123 + 28 %; p = 0.4167, t-test; AUC – SOM: 106 + 16 %, 
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PV: 193 + 37 %; p < 0.05, t-test) (Fig. 7B). The relative amplitude, duration and AUC of 

rebound events recorded in INs and PCs did not significantly differ.  

 

Optogenetic manipulation of cortical VIP-expressing INs 

 While SOM and PV cells provide robust inhibition of PCs, VIP-expressing cells 

tend to facilitate disinhibition of PCs via synaptic targeting of other INs, particularly 

SOM-positive cells. As such, optogenetic manipulation of VIP-positive cells was 

employed to determine if this opposing effect enabled differential regulation of LLD 

generation. Cre-dependent expression of ChR in VIP-positive cells was confirmed by 

whole-cell recordings from VIP INs (Fig. 8A). As opposed to SOM and PV cells, activation 

of VIP INs alone was insufficient to generate an LLD (Fig. 8B & C) (Amplitude – 

Spontaneous: 5.11 + 0.68 mV, Evoked: 0.85 + 0.13 mV; p < 0.0001, paired t-test; 

Duration – Spontaneous: 2267 + 241 ms, Evoked: 537 + 66 ms; p < 0.0001, paired t-test; 

AUC – Spontaneous: 3616 + 401 mV*ms, Evoked: 185 + 42 mV*ms; p < 0.0001, paired t-

test). However, inhibition of VIP INs via light activation of Arch (Fig. 9A) resulted in a 

significant attenuation of LLD amplitude (Light Off: 6.48 + 0.82 mV, Light On: 4.92 + 0.70 

mV; p < 0.0001, paired t-test), duration (Light Off: 2477 + 334 ms, Light On: 1859 + 289 

ms; p < 0.0001, paired t-test) and AUC (Light Off: 5459 + 781 mV*ms, Light On: 2782 + 

496 mV*ms; p < 0.0001, paired t-test) (Fig. 9B & C). As shown in Fig. 10A, VIP INs were 

significantly less effective than both SOM and PV cells to initiate LLDs (Amplitude – VIP: 

21 + 4 %; p < 0.001, 1-way ANOVA with Dunnet’s post-test; Duration – VIP: 29 + 4 %; p < 

0.0001, 1-way ANOVA with Dunnet’s post-test; AUC – VIP: 7 + 2 %; p < 0.0001, 1-way 
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ANOVA with Dunnet’s post-test). Inactivation of VIP-expressing cells also produced a 

significantly smaller attenuation of LLDs compared to PV INs (Amplitude – VIP: 75 + 5 %; 

p < 0.0001, 1-way ANOVA with Dunnet’s post-test; Duration – VIP: 72 + 3 %; p < 0.0001, 

1-way ANOVA with Dunnet’s post-test; AUC – VIP: 52 + 5 %; p < 0.0001, 1-way ANOVA 

with Dunnet’s post-test), but displayed an effect comparable to that of SOM IN 

inactivation (Amplitude: p > 0.05, 1-way ANOVA with Dunnet’s post-test; Duration: p > 

0.05, 1-way ANOVA with Dunnet’s post-test; AUC: p > 0.05, 1-way ANOVA with Dunnet’s 

post-test) (Fig. 10B). In addition, the amplitude (VIP: 11 + 2 %; p < 0.0001, 1-way ANOVA 

with Dunnet’s post-test), duration (VIP: 19 + 3 %; p < 0.01, 1-way ANOVA with Dunnet’s 

post-test) and AUC (VIP: 5 + 1 %; p < 0.01, 1-way ANOVA with Dunnet’s post-test) of 

rebound activity triggered by light offset in VIP:Arch animals was significantly smaller 

than that of both SOM:Arch and PV:Arch animals (Fig. 10C). 

 

DISCUSSION 

Interneurons in network activity 

Within the cortex, INs have been shown to play a critical role in controlling PC 

spike timing, generating cortical rhythms and synchronizing network activity (Pouille and 

Scanziani, 2001; Weher and Zadar, 2003; Haider and McCormick, 2009). A precise 

balance of excitation and inhibition (E:I balance) is required to permit information 

transfer while preventing unbridled excitation (McBain and Fisahn, 2001; Sun et al., 

2006; Yizhar et al., 2011). As such, changes in neuronal excitability, as modeled in this 

work by application of 4AP, which disrupt this E:I balance are thought to underlie the 
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development of epileptiform activity. (Cossart et al., 2001; Noebels, 2003; Cobos et al., 

2005; Trevelyan et al., 2006; Ascoli et al., 2008).  

It is possible that aberrant cortical activity may arise from a shift in the E:I 

balance to favor either excitation or inhibition. A reduction in GABAergic IN output and 

subsequent PC inhibition shifts the cortical E:I balance to favor excitation, resulting in an 

increase in PC output (Bradford, 1995; Olsen and Avoli, 1997). This paradigm of 

unimpeded excitation is the most commonly considered source of epileptiform activity, 

generating much investigation into mechanisms underlying PC excitability and 

disinhibition. Conversely, however, as seen in the 4AP model of epileptiform activity 

used in this paper, an increase in IN excitability which shifts the E:I balance to favor 

inhibition can also produce aberrant cortical synchrony facilitated by the synaptic, and 

possibly electrical, coupling of IN networks. As such, it is necessary to characterize the 

contribution of distinct IN classes to cortical network activity in order to elucidate 

potential mechanisms underlying the generation of epileptiform activity. 

 

Data summary 

 In this work we employed genetically encoded opsins to investigate the 

contribution of distinct IN classes to the generation of cortical epileptiform activity 

driven by GABAergic synchrony. Using cell type-specific activation of INs via ChR, we 

have shown that synchronized activation of either the cortical SOM or PV IN population 

is sufficient to generate epileptiform activity, whereas activation of VIP-expressing INs is 

not. Additionally, through cell type-specific inactivation of INs mediated by light 
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activation of genetically encoded Arch, we found that inactivation of SOM or VIP INs 

resulted in ~40% attenuation of LLDs, whereas inhibition of PV cells essentially blocked 

initiation of epileptiform activity. Moreover, the synchronization of IN populations at 

Arch offset was observed to produce an LLD in slices from SOM:Arch and PV:Arch 

animals but not from VIP:Arch animals. In conjunction with the data from VIP:ChR 

animals, this suggests synchronization of VIP-positive cells is insufficient to drive 

epileptiform activity.   

 

Differences in the contribution of interneuron subclasses 

 Given that independent activation of SOM or PV INs elicited equivalent LLDs, the 

finding that inactivation of PV cells has a greater effect on the generation of 

epileptiform activity is intriguing. One possible explanation for this discrepancy could be 

a relatively weaker activation of SOM INs expressing Arch. Light-evoked voltage 

deflections were smaller in SOM than PV INs, likely due to differences in input 

resistance. However, no correlation between the amplitude of light-induced 

hyperpolarization and degree of LLD attenuation was observed. Moreover, VIP INs 

displayed considerably larger voltage deflections upon Arch activation compared to 

both PV and SOM INs (Fig 9B), yet were no more effective than SOM INs at inhibiting the 

generation of LLDs (Fig 10B). Together these findings suggest channel expression or 

conductance is unlikely to be the defining factor. PV INs have been reported to be 

slightly more abundant than SOM INs in the cortex (Lee et al., 2010; Miyoshi et al., 2010; 

Xu et al., 2010), so it is also possible that differences between cell types are due in part 
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to the number of cells activated. While cell abundance may partially contribute to the 

observed effects, it would be expected that activation of VIP INs, which account for 

~25% of layer II/III INs (Vucurovic et al., 2010; Rudy et al., 2011; Zeisel et al., 2015), 

would produce a more robust response than was observed if simply the number of cells 

activated was a significant factor in determining the contribution of IN populations to 

LLD generation.  

A third, and perhaps most convincing, explanation for the reported differences is 

the distinct synaptic connectivity characteristics for each cell type. Fast-spiking basket 

cells, which account for a vast majority of the PV-positive cell population, densely 

innervate the soma and perisomatic regions of postsynaptic PCs and INs (Kawaguchi and 

Kubota, 1993; Conde et al., 1994), allowing them to tightly regulate spike initiation 

(Pinto et al., 2000; Miller et al., 2001; Pouille and Scanziani, 2001; Lawrence and McBain, 

2003; Gabernet et al., 2005; Cruikshank et al., 2007). In contrast, SOM-expressing cells 

generally form synapses on the dendrites of postsynaptic PCs and INs (Wang et al., 

2004; Chiu et al., 2013; Hioki et al., 2013), which serves to regulate the propagation of 

dendritic signals (Chen et al., 2015; Urbano-Ciecko, 2015). Moreover, a majority of PV IN 

efferents target other PV INs and PCs (Pfeffer et al., 2013; Jiang et al., 2015; Walker et 

al., 2016), whereas SOM-expressing cells predominantly innervate PCs and other IN 

subtypes rather than other SOM INs (Cottam et al., 2013; Pfeffer et al., 2013; Jiang et al., 

2015; Walker et al., 2016).  

Given that the intrinsic properties of distinct IN classes have been shown to 

confer cell type-specific contribution to network activity (Gupta et al., 2000; Kawaguchi, 
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2001), these factors establish PV INs as a prime candidate for driving cortical network 

activity. In an environment wherein GABA is depolarizing, such as has been reported for 

the 4AP model of epileptiform activity, the somatic targeting of PV cells would make 

them uniquely positioned to activate their postsynaptic targets, thereby recruiting those 

cells for initiation of LLDs. Feed-forward activation of PV cells by other PV INs as well as 

SOM INs would further facilitate widespread network activity. With respect to the data 

presented in this work, it is possible the sufficiency of SOM INs to generate LLDs when 

driven by light activation of ChR could be due to feed-forward activation of PV INs. In 

that case, inactivation of SOM INs via Arch would not be expected to abolish LLDs as PV 

INs are still activated. The partial attenuation of epileptiform activity by SOM inhibition 

could then be attributed to a reduction in feed-forward activation of SOM INs by PV 

cells.  

The inability of VIP IN activation to generate an LLD further suggests the diverse, 

inherent characteristics of interneuron populations underlie distinct contributions to 

network activity. Of the interneuron classes investigated in this work, VIP INs are 

generally the most excitable, exhibiting the highest RIN (Cauli et al., 2000; Lee et al., 

2010; Miyoshi et al., 2010). This fact is reflected in our observation that VIP INs 

displayed the largest voltage deflections upon activation of opsins (Fig 8B & 9B).  

Together with the aforementioned abundance of VIP INs, this suggests that the cell 

type-specific contributions of INs are determined by a property other than their 

prevalence or excitability. With the exception of a small population of VIP-positive (and 

PV-negative) basket cells, VIP INs typically synapse onto the dendrites of their 
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postsynaptic targets (Kawaguchi and Kubota, 1996; Kawaguchi and Kubota, 1997). VIP 

INs most often target SOM-expressing cells, with a much lower innervation of PV-

expressing cells being observed (von Engelhardt et al., 2007; Lee et al., 2013; Pfeffer et 

al., 2013; Pi et al., 2013). As such, activation of VIP INs would be expected to produce 

less feed-forward activation of PV cells compared to SOM INs, accounting for the 

insufficiency of light-driven VIP activation to generate LLDs.  Marginal innervation of VIP 

INs by PV cells has been reported (Jiang et al., 2015; Walker et al., 2016); thus, the 

partial reduction in LLD magnitude upon VIP IN inhibition could be due to reduced feed-

forward activation mediated by PV INs as proposed for SOM cells. Future experiments in 

which the activity of multiple IN populations can be simultaneously modulated (e.g. – 

activation of SOM INs with concurrent PV IN silencing) are necessary to confirm this PV-

driven di-synaptic paradigm of LLD generation. 
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Figure 1.  Application of 4AP + EAA blockers induces GABA-mediated epileptiform activity. 

 A. Bath application of 4AP + EAA induces spontaneous epileptiform activity observable in both 

PCs (top) and INs (bottom). Red arrow indicates start of drug wash-on.  B. Representative traces 

and quantitative comparison of electrically evoked (red) versus spontaneously occurring (black) 

LLDs. Spontaneous and evoked events were recorded at RMP. C. Example traces of activity 

evoked after 4AP + EAA blockers wash-on in the absence (black) or presence (red) of GABA 

receptor antagonists. D. Graph illustrating the reversal potential of evoked LLDs. **p<0.01, 

****p<0.0001, paired t-test. Each shape represents an individual cell. Error bars are mean ± 

SEM. 
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Figure 2.  Activation of SOM INs is sufficient to initiate LLDs. 

A. Confocal image of tissue labeled with antibodies to SOM (red) and YFP (green) illustrating 

colocalization of SOM and ChR. B. Example traces of SOM IN firing properties elicited by current 

injection (top, black) or tissue illumination (bottom, red). Arrow indicates Ih sag typical of SOM 

cells. C. Representative traces displaying activity evoked by a 10ms light pulse in normal saline 

(left, black) and after 4AP + EAA blockers wash-on (right, red). Activity recorded in PCs (top) and 

INs (bottom) was similar, although spontaneous APs were more frequently observed in INs. D. 

Quantitative analysis revealed activation of SOM INs produced LLDs of comparable amplitude, 

duration, and AUC to those occurring spontaneously. Quantification reflects events evoked from 

a holding potential of -90 mV. Blue bars indicate timing and duration of light stimulation. Each 

shape represents an individual cell. 
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Figure 3. PV IN activation is sufficient to initiate LLDs. 

A. Confocal image of tissue labeled with antibodies to PV (red) and YFP (green) illustrating 

colocalization of PV and ChR. B. Example traces of PV IN firing properties elicited by current 

injection (top, black) or tissue illumination (bottom, red). C. Representative traces displaying 

activity evoked by a 10ms light pulse after 4AP + EAA blockers wash-on. Activity recorded in PCs 

(left) and INs (right) was comparable. D. Quantitative analysis revealed activation of PV INs 

produced LLDs of comparable amplitude, duration, and AUC to those occurring spontaneously. 

Blue bars indicate timing and duration of light stimulation. Each shape represents an individual 

cell.   
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Figure 4.  Suppression of SOM IN activity reduces evoked LLD magnitude. 

A. Example traces of membrane hyperpolarization induced by light activation of Arch (left) and 

SOM cell firing in response to a depolarizing stimuli (right) with (blue trace) or without (black 

trace) tissue illumination. B. Representative traces of electrically evoked activity recorded with 

(blue) or without (black) concurrent tissue illumination, before (left) and after (right) 4AP + EAA 

blockers wash-on. Evoked activity was similar in PCs (top) and INs (bottom). C. Light inactivation 

of SOM INs significantly reduced the amplitude, duration and AUC of evoked LLDs. 

****p<0.0001, paired t-test. Blue bars indicate timing and duration of light stimulation. Each 

shape represents an individual cell. 
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Figure 5.  Inactivation of PV INs prevents LLD initiation. 

A. Example traces of membrane hyperpolarization induced by light activation of Arch (left) and 

PV cell firing in response to a depolarizing stimuli (right) with (blue trace) or without (black 

trace) concurrent tissue illumination. B. Representative traces of electrically evoked activity 

recorded with (blue) or without (black) concurrent tissue illumination, before (left) and after 

(right) 4AP + EAA blockers wash-on. Evoked activity was similar in PCs (top) and INs (bottom). C. 

Light inactivation of PV INs significantly reduced the amplitude, duration and AUC of evoked 

activity. ****p<0.0001, paired t-test. Each shape represents an individual cell. 
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Figure 6.  PV and SOM INs differentially contribute to LLD initiation. 

A. Activation of PV or SOM INs generated LLDs of equal amplitude, duration and AUC. B. Light-

mediated inhibition of PV INs produced a significantly greater attenuation of the amplitude, 

duration and AUC of evoked activity compared to SOM INs.  ****p<0.0001, 2-tailed t-test. Each 

shape represents an individual cell. Error bars are mean ± SEM. 
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Figure 7.  Synchronization of PV INs facilitates larger LLDs than SOM INs.  

A. Representative traces from SOM (top) and PV (bottom) INs depicting the generation of LLDs 

at light offset (blue trace). B. Comparison of rebound LLDs induced by release of INs from light-

driven hyperpolarization. The amplitude and AUC of rebound LLDs evoked by PV IN 

synchronization were larger than those of SOM IN mediated activity. *p<0.05, **p<0.01, 2-tailed 

t-test. Black traces are light off, blue traces are light on. Blue bars indicate timing and duration 

of light stimulation. Each shape represents an individual cell. Error bars are mean ± SEM. 
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Figure 8. VIP IN activation is insufficient for the initiation of LLDs. 

A. Example traces of VIP IN firing properties elicited by current injection (top, black) or tissue 

illumination (bottom, red). B. Representative traces comparing electrically evoked activity 

(black) to activity evoked by a 10ms light pulse (red) after 4AP + EAA blockers wash-on. C. The 

amplitude, duration, and AUC of activity evoked by VIP IN activation were significantly smaller 

than spontaneous LLDs. Blue bars indicate timing and duration of light stimulation. 

****p<0.0001, paired t-test. Each shape represents an individual cell. 
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Figure 9.  Suppression of VIP IN activity reduces evoked LLD magnitude. 

A. Example traces of membrane hyperpolarization induced by light activation of Arch (left) and 

VIP cell firing in response to a depolarizing stimuli (right) with (blue trace) or without (black 

trace) tissue illumination. B. Representative traces of electrically evoked activity recorded with 

(blue) or without (black) concurrent tissue illumination in the presence of 4AP + EAA blockers. 

Evoked activity was similar in PCs (top) and INs (bottom). C. Light inactivation of VIP INs 

significantly reduced the amplitude, duration and AUC of evoked LLDs. ****p<0.0001, paired t-

test. Blue bars indicate timing and duration of light stimulation. Each shape represents an 

individual cell. 
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Figure 10.  Distinct contribution of IN subtypes to LLD initiation. 

A. Activation of VIP INs elicited activity of significantly smaller amplitude, duration and AUC 

compared to both SOM and PV INs . B. Suppression of VIP INs produced attenuation of the 

amplitude, duration and AUC of evoked activity comparable to SOM INs but significantly smaller 

than PV INs. C. Quantification of rebound activity evoked by Arch offset revealed that VIP IN 

synchronization produced activity of significantly smaller amplitude, duration and AUC than 

both SOM and PV INs.  **p<0.01, ***p<0.001, ****p<0.0001, Dunnet’s post-test. Each shape 

represents an individual cell. Error bars are mean ± SEM. 
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CHAPTER IV 

DISCUSSION AND CONCLUSIONS 

The goal of this work was to further characterize the contribution of distinct 

interneuron (IN) classes to cortical network activity. This objective was achieved through 

two distinct studies identifying properties which delineate the roles of disparate IN 

populations. As a whole, the presented work illustrates that differences in neuronal 

characteristics such as intrinsic excitability and synaptic connectivity can subserve 

discrete functions within cortical circuits.     

 

Chapter Summaries and Key Findings 

Modulation of information processing in layer I INs 

The work presented in Chapter II sought to determine how hyperpolarization-

activated cyclic nucleotide-gated nonspecific cation (HCN) channels affect the 

excitability of layer I INs throughout development and thereby modulate their role in 

cortical information processing. Given the lack of a dogmatic classification scheme for 

layer I neurons, we first needed to characterize the cells investigated. Using unbiased 

clustering, we were able to identify three physiologically distinct cell groups in adult 

animals – regular-spiking accommodating (RS), non-accommodating (NA) and burst-

spiking accommodating (BA). Harmonious with previous data, initial firing frequency and 
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spike frequency adaptation most significantly defined these groups (Jiang et al., 2013; 

Larkum, 2013; Lee et al., 2015). Morphological analysis was also performed to confirm 

the distinction of identified groups. In further accord with previously reported findings, 

we found that BA cells often gave rise to an axon which projected out of layer I to 

deeper cortical layers, whereas the processes of NA neurons more often remained 

confined to layer I (Jiang et al., 2013; Larkum, 2013; Lee et al., 2015).  

Performance of cluster analysis on cells recorded at different ages revealed that 

RS and NA cells could be identified throughout development beginning at postnatal day 

10 (P10), with BA cells emerging around P16. Interestingly, aside from initial firing 

frequency, the intrinsic properties of RS and BA neurons were similar at all ages. It is 

possible that BA neurons represent a subpopulation of RS cells which are 

developmentally differentiated through the expression of ion channels which facilitate a 

higher firing frequency. A more detailed developmental characterization of the intrinsic 

properties of these cells and pharmacological investigation of the ion channels they 

express would be necessary to confirm this idea. The identification of biochemical 

markers differentially expressed in layer I IN populations would also facilitate 

determination of the developmental lineage of the identified cell groups.  

With regard to modulation by HCN channels, NA cells displayed a developmental 

pattern of regulation which was notably dissimilar to RS and BA cells. Specifically, the 

excitability of NA cells was found to be strongly modulated by HCN channels early in 

development, with this effect decreasing with age to the point that no modulatory 

influence of HCN channels on the excitability of adult NA cells was seen. Conversely, 
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HCN channels had no effect on the synaptic excitability of RS cells at P10, but exhibited a 

gradually increasing effect with age which peaked in mature cells. BS displayed a pattern 

of modulation similar to RS cells but with an overall smaller modulatory influence of 

HCN channels.  

Deep projecting layer I INs have been shown to disinhibit pyramidal cells (PCs) 

via inhibition of layer II/III INs, causing activation of a deep projecting IN to result in an 

increase in PC firing. In contrast, horizontally projecting layer I INs directly inhibit the 

distal dendrites of PCs, decreasing PC output. Given that HCN channels serve to 

constrain excitability, the identified inverse patterns of HCN channel modulation would 

serve complementary roles in respect to cortical network activity. Early in development, 

HCN channels would serve to minimize the response of NA cells to excitatory input, 

thereby reducing feed-forward inhibition of PC dendrites in layer I. Correspondingly, the 

absence of HCN channel modulation in RS cells would allow for summation of excitatory 

input onto RS cells, causing feed-forward disinhibition of PCs via inhibition of layer II/III 

INs. Ergo, the identified patterns of HCN channel function early in development could 

serve to enhance the likelihood of an excitatory input to layer I increasing PC output. 

Contrariwise, in the mature cortex when NA cells display very little HCN channel 

modulation and the excitability of RA cells is strongly regulated by HCN channels, 

excitatory input to layer I would increase direct inhibition of distal PC dendrites and 

decrease layer II/III IN-mediated disinhibition of PCs via activation of NA and RS cells, 

respectively. Thus, overall, the reported patterns of HCN channel function in the mature 
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cortex would act to reduce the influence of excitatory input to layer I on PC firing. A 

summary of these effects is illustrated in Figure 1. 

 

Generation of aberrant cortical GABAergic synchrony 

The work presented in Chapter III sought to identify the roles of layer II/III IN 

subpopulations in the generation of aberrant synchronous GABAergic network activity. 

Explicitly, the sufficiency and necessity of the most abundant IN subclasses – 

parvalbumin (PV), somatostatin (SOM) and vasointestinal peptide (VIP)-expressing cells 

– for the initiation of an epileptiform discharge was investigated. This goal was achieved 

through cre-mediated, cell type-specific, expression of the light-gated cation-selective 

channel channelrhodopsin (ChR) or the light-gated proton pump Archaerhodospin 

(Arch) to activate or inhibit, respectively, the activity of specific IN populations. In this 

study, the A-type K+ channel blocker 4-aminopyridine (4AP) was applied to acute cortical 

slices in the presence of excitatory amino acid (EAA) blockers to induce spontaneously 

occurring GABA-mediated epileptiform activity, termed long-lasting discharges (LLDs), as 

previously described. 

In the presence of 4AP and EAA blockers, light-driven activation of PV or SOM 

INs via ChR was found to be sufficient for the generation of LLDs equivalent to those 

occurring spontaneously, whereas activation of VIP INs elicited activity significantly 

smaller than LLDs, often appearing equivalent to normal synaptic transmission. Light 

activation of Arch to suppress the activity of SOM or VIP INs resulted in attenuation of 

evoked LLDs, suggesting these IN groups contribute to the magnitude of spontaneously 
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occurring epileptiform bursts. Interestingly though, inactivation of PV INs prevented the 

stimulation of LLDs, indicating they are critical for the initiation of epileptiform activity. 

In addition, offset of tissue illumination in animals expressing Arch was observed to 

produce an LLD, presumably due to the synchronized firing of INs being released from 

Arch-mediated suppression. This rebound activity was similar to spontaneous LLDs in 

both SOM:Arch and PV:Arch animals, but again resembled normal synaptic activity in 

VIP:Arch animals. Comparison of these bursts between groups revealed these bursts to 

be significantly larger in PV:Arch animals compared to both other groups, with 

synchronization of VIP:Arch cells eliciting activity of significantly lesser magnitude than 

that evoked by synchronized firing of SOM:Arch cells.  

The observed differences in the contribution of each IN type to the generation of 

epileptiform activity could be imparted by their distinct synaptic connectivity patterns. 

In contrast to SOM and VIP INs which chiefly innervate the dendrites of their 

postsynaptic targets, PV IN synapses are typically perisomatic. As such, PV INs are 

uniquely capable of influencing spike initiation in their postsynaptic target neurons. PV 

INs receive strong input from other PV INs as well as input from SOM and VIP-expressing 

INs. Given that they emanate moderate projections to SOM and VIP INs as well, PV INs 

are exceptionally positioned to mediate both feed-forward and feed-back inhibition, 

which could underlie the generation of aberrant GABAergic synchrony under conditions 

in which GABA has become excitatory. A simplified summary of these distinct 

connectivity patterns is illustrated in Figure 2. 
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With respect to the reported findings, the perisomatic targeting of PV INs could 

underlie their sufficiency and indispensability for the generate LLDs. The seeming 

sufficiency of SOM INs to initiate an epileptiform burst could then be mediated by feed-

forward activation of PV-expressing neurons. Likewise, activation of PV INs alone being 

sufficient to trigger the onset of epileptiform activity would preclude suppression of 

SOM INs via Arch from fully preventing an LLD. Under these circumstances, the 

attenuation of LLD magnitude seen with SOM IN inhibition could be due to a lack of 

feed-forward activation of SOM cells via PV INs.  This same paradigm would account for 

the diminution of LLDs observed with Arch-mediated inactivation of VIP INs. VIP INs only 

sparsely innervate PV INs. Assuming PV IN activation is central to LLD initiation, the 

ineptitude of VIP IN activation to generate an epileptiform burst could be attributed to a 

lack of feed-forward activation of PV cells. The finding that VIP IN activation was 

insufficient to elicit an LLD despite their dense innervation of SOM INs further suggests 

the initiation of epileptiform activity specifically depends on PV IN activation. Additional 

experiments with disparate manipulation of IN activity (e.g. – simultaneous activation of 

SOM INs via ChR and Arch-mediated PV IN silencing) are necessary to dissect and 

indorse this proposed PV IN-driven paradigm of cortical GABAergic synchrony. 

 

Conclusions and Implications 

Cortical INs are indispensable for proper cortical activity. As described in Chapter 

I, INs are critical regulators of cortical output via PCs and are necessary for the 

synchronization of cortical activity and generation of cortical rhythms (McBain and 
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Fisahn, 2001; Pouille and Scanziani, 2001; Weher and Zadar, 2003; Haider and 

McCormick, 2009). As also discussed in Chapter I, however, cortical INs do not represent 

a homogenous population in terms of intrinsic properties and consequent contribution 

to network activity. Identification of mechanisms which differentially modulate the 

excitability and output of neuronal populations is critical to understanding the 

functional contribution of specific IN groups to cortical network activity. Considerable 

work has been done to identify and characterize distinct cortical IN populations, but a 

complete characterization of how these populations differentially contribute to network 

activity in health and disease has yet to be achieved. The work presented herein has 

further characterized the diversity of cortical INs, focusing on specific mechanisms 

underlying dissimilarities in intrinsic excitability and the functional specificity conferred 

by the physiological and morphological properties characteristic of discrete cell 

populations.  

As discussed above, modulation of the intrinsic and synaptic excitability of L1 INs 

by HCN channels was found to differ not only by cell type, but also within each cell type 

throughout development. As illustrated in Figure 4.1, this differential regulation serves 

to optimally modulate information processing in order to promote the formation of 

cortical networks early in development and temper those networks in the mature 

cortex. This work can then serve as an impetus for further investigation into 

developmental regulation of cell type-specific mechanisms which contribute to the 

formation and stabilization of cortical circuits. Furthermore, alterations in HCN channel 

expression and function have been reported in several disease states. Through this work 
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a population of L1 INs which may be affected in these disease states has been identified, 

and a basic understanding of how alterations in HCN channel function within these 

populations would alter network activity has been established. 

The synaptic innervation patterns of cortical INs have been comprehensively 

studied. Likewise, differences between distinct IN populations – particularly PV and 

SOM-expressing cells – with respect to their effects on the excitability and output of 

their postsynaptic targets has been thoroughly characterized. How these IN classes are 

affected in, or contribute to, disease states - particularly epilepsy - is much less well 

understood. The work presented in Chapter III has added to the current understanding 

of cortical IN function through demonstration of cell type-specific roles for IN 

subpopulations in the generation of aberrant synchronous activity as observed in 

epilepsy. The reported findings also serve to further exemplify the functional relevance 

of previously reported cell type-specific patterns of IN inter-connectivity within cortical 

circuits. While the network dynamics of epileptiform activity caused by various 

mechanisms may certainly differ from the activity investigated here, this work has 

established that distinct IN populations do not equally contribute to network activity. As 

such, investigation of specific IN subpopulations’ activity rather than GABAergic activity 

as a whole is warranted when evaluating the therapeutic potential, or detrimental 

contribution, of INs in various disease states. 
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Figure 1. Age-dependent modulation of cortical activity by layer I interneurons. 
 
Diagram illustrating age-dependent inverse modulation of PC activity by layer I INs due 
to changes in HCN channel expression patterns.  Red lines indicate inhibitory output 
with open circles representing synaptic terminals. The weight of red lines represents the 
relative strength of the indicated ouput according to HCN channel modulation of 
synaptic excitability, with larger lines representing stronger output. 



 

131 
 

                          

 

 

Figure 2.  Synaptic connectivity of cortical layer II/III interneurons. 

Simplified diagram illustrating the synaptic connectivity patterns of parvalbumin (PV, 

red), somatostatin (SOM, red) and vasointestinal peptide (VIP, green) INs in layer II/III of 

the neocortex. Black lines indicate neuronal efferents with open circles representing 

synaptic terminals. The weight of black lines represents the relative prevalence of the 

indicated connection, with larger lines representing more prevalent connections. 

Dashed lines indicate output to INs of the same class. Note that PV efferents are somatic 

targeting whereas SOM and VIP INs typically synapse onto the dendrites of their 

postsynaptic INs.
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