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CEREBRAL VASOSPASM DETECTION AND TREATMENT USING 
TRANSCRANIAL DOPPLER SIGNAL ANALYSIS AND ADAPTIVE MEDICATION 

PUMP MECHANISM 

 
KHALED ELZAAFARANY 

PHD IN COMPUTER ENGINEERING 

ABSTRACT 

In the United States, many patients pass away due to delayed detection of Cerebral 

Vasospasm (CV). Transcranial Doppler (TCD) is an efficient noninvasive, reliable device 

that can monitor the blood flow in various parts of the human brain like middle cerebral 

artery and basilar artery without any surgical intervention. It can help neurologists to 

diagnose many brain problems like edema, trauma, hemorrhage, and aneurysm. 

Unfortunately, continuous or even daily TCD monitoring is challenging due to the operator 

expertise and certification required in the form of a trained technologist, and certified 

physician to perform these studies. This barrier exists due to lack of automation for 

detection (without human intervention) of CV using TCD. To overcome this barrier, in this 

dissertation we present a timely, efficient novel algorithm that automates early detection 

of CV. We used the machine learning tools for CV detection, with the chosen time-

frequency extracted features. Then we applied principal component analysis to reduce the 

data dimensionality. All the chosen features were used as input for training a decision-tree 

classifier. After that the CV detection model accuracy was evaluated with regard to noise 

robustness in real-time. The algorithm generated moderate accuracy. So, we enhanced the 

CV detection accuracy by adding continuous wavelet transform (CWT). The experimental 

results show 92.5% sensitivity for CV, and 95% specify for normal signals.  
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Subsequently, it is very important to establish a model for diagnosing and analyzing the 

abnormal cerebral blood flow velocity associated with CV. By generating such a model, it 

would be possible to design machine learning mechanisms for earlier prediction of CV. In 

the previous studies, cerebrovascular models of a blood flow behavior for different 

disorders were established. Unfortunately, those models are disease-specific and have too 

many parameters to tune. We have established a model for the signal envelope of the 

cerebral blood flow velocity that was produced by a transcranial Doppler. We have applied 

it to simulate CV behavior, but it is general enough to be applied to other cerebrovascular 

disorders. The model is based on the delay differential equations as a representative 

modeling equation for three cases: control (no CV or hyperemia), hyperemia, or CV. The 

model has only 4 tunable parameters and allows switching from one case to another by 

changing those parameters. After the validation of the model, the generated envelope 

signals were compared to recorded by transcranial Doppler spectrograms and demonstrated 

good match between the model and real signals in all three cases. This result could be used 

for modeling cerebral blood velocity abnormalities, early detection of CV, and potentially 

other disorders. 

Finally, A syringe pump control system has been designed to supply an automatic process 

for flow control of medication. We have presented a device that injects certain amount of 

cc of drug into the patient in a prescribed time to handle the CV. 

Keywords Cerebral Vasospasm, Transcranial Doppler, Machine Learning, Continuous 

Wavelet Transform, Delayed Differential equation, Cerebral Blood Flow Velocity. 
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CHAPTER 1 

 INTRODUCTION 

 
Stroke (brain attack) is the third dominant disease that leads to death [1]. In the United 

States, each year approximately 140,000 people pass away from a stroke, 795,000 people 

experience complications from a stroke, and 185,000 people have repeated attacks [1]. A 

stroke takes place when cerebral hemodynamics (the difference between arterial and 

venous pressure) is stopped in any area of the brain [2]. Brain cells start to die due to lack 

of oxygen and the degree of ability to control muscle or memory disappears, which leads 

to weakness of arm (small stroke), partial or full disability, losing the capability to speak 

or death. 

Besides that, a stroke can occur due to a limitation in blood flow. The blood circulates in 

the brain, delivers nutrients and oxygen to the brain cells, and removes waste; this cycle 

preserves the high rate of metabolism, which is important for the brain to work. A stroke 

can happen from vessel narrowing (Stenosis), clot formation (Thrombosis), blockage 

(Embolism), or blood vessel rupture (Hemorrhage). 

Cerebral Vasospasm (CV) is one of the major causes of a stroke; it is a sudden 

contraction or decrease in diameter or flow rate of a blood vessel, which can affect 

tissue ischemia and tissue death (necrosis). 
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 Aneurysmal subarachnoid hemorrhage patients face the common but feared 

complication of CV, which is evident in up to 70% patients angiographically and up to 

80% sonographically [3] [4] [5].   

The burden of silent CV is high with estimates of up to 60% [6]. Silent CV, left 

untreated, translates into cerebral ischemia and infarction in 20% [6]. Of patients that 

develop cerebral ischemia and infarction silently (asymptomatically), approximately 70% 

have Transcranial Doppler (TCD) evidence of vasospasm [6].  

Vasospasm can be detected by angiography (dyes which X-ray can see, are inserted 

into blood vessels (either arteries or veins); the output pictures are called angiography), or 

by Doppler ultrasound signal from RMCA (right middle cerebral arterial), LMCA (left 

middle cerebral arterial) and BA (basilar artery) or integration of both. 

The Middle Cerebral Artery is the main artery that causes a sudden stroke. This artery 

is supplying the lateral and frontal lobe with blood oxygen, that contains the primary motor 

and sensory areas of the face, throat, hand, arm and speech. On the contrary, basilar artery 

is supplying blood to the brain and central nervous system. The anatomy of these parts is 

shown in Figure 1. 

 

Figure 1 Middle Cerebral Artery Location in Human Brain [7], Basilar Artery Location in Human 
Brain [8]. 
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Angiography is very expensive and not efficient device to monitor the CV with a real-

time processing along the day when taking into consideration large number of patients and 

require continuous attendance of expert’s physicians. Our collaborators have previously 

demonstrated that TCD evidence of vasospasm is predictive of delayed cerebral ischemia 

with high sensitivity (90%) and negative predictive value (92%), thus making it ideal for 

use in a monitoring device [9]. Due to its effective, safe, and noninvasive ability to detect 

cerebral vasospasm at the patient’s bedside, it has been widely recommended by national 

guidelines for vasospasm surveillance in these patients [10] [11] [12]. Despite the obvious 

advantages of TCD monitoring over invasive angiographic methods for vasospasm 

detection, its use has not become commonplace in clinical practice. The prevalence of TCD 

monitoring among patients with aneurysmal hemorrhages is <2% in the nationwide 

inpatient sample [13]. A trained and certified technologist and interpretive expertise of a 

vascular neurologist are essential for diagnosis of CV in current medical practice. 

Continuous and daily TCD monitoring protocols can increase the yield of detection of CV. 

However, lack of automation for detection of CV, without human intervention, is a barrier 

to such clinical paradigms. We used the transcranial Doppler (TCD), and develop audio 

processing techniques for automatic distinguishing between CV, Hyperemia and control 

patients with alarming on CV in real-time. After CV detection an automatic control pump 

could be used for a treatment. 

In this study, we will concentrate on TCD monitoring which is the type of Doppler 

ultrasonography that calculate the blood flow velocity through the blood vessels of the 

brain by measuring the echoes of ultrasound waves moving (through the windows in 

the skull). TCD is generally used to diagnose cerebral hemodynamics, stenosis, trauma, 
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aneurysm and hemorrhage [14].  The measurement of the brain blood flow rate requires 

advanced imaging processing techniques. 

The TCD principle, based on measurement of the change in frequency of ultrasonic 

waves scattered from the moving blood cells, is used to calculate the blood flow velocity, 

utilizing what is known as the Doppler effect [15] The sound frequency increases as the 

source moves towards the receiver and decreases as it moves away from it. The Doppler 

shift �f is given by the equation (1):  

� � = �  ��  � 	
� ϴ                                                                  (1) 

where � is the transmitted frequency, � is the blood velocity, ϴ is the beam-vessel angle 

and � is the sound speed in tissue. 

TCD can detect the decrease or increase in blood flow rate or resistivity variation. 

There are two types of Doppler Ultrasonography: Pulsed-Wave Doppler and Continuous -

Wave Doppler. The main different between the two kinds being that the continuous wave 

transducer has two elements, one for sending waves and another for receiving, while the 

pulsed wave transducer has just one element, which sends and receives signals [16]. 

Generally,  the transmitted frequency is between 2 - 8 MHz and the velocity of blood 

in arteries is up to 5 or 6 m/s. That is used to form Doppler shift frequencies which are 

below 20 kHz inaudible band. Doppler ultrasound is especially used to measure velocity 

for moving blood. 

However, due to vessel walls a high amplitude with low-frequency signals are 

generated, so it should have to be filtered out it by a high-pass filter, sometimes other 

moving things generate high amplitude signals which may distort the Doppler signal from 
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the blood. Air and bone can make high attenuation of Doppler signal. Doppler ultrasound 

signals from blood vessels can be calculated by using the appropriate equipment.  

Nowadays the technique of transcranial Doppler has been sophisticated to enable 

Doppler signals to be measured from intracranial vessels. In this mechanism, some place 

of the skull like the squamous temporal bone is enough slim and regular to qualify passage 

beam of ultrasound without acute deformation. 

In our work, we used a sound recording from ST3 Transcranial Doppler monitor for 

detecting Cerebral Vasospasm. There are two types; the first one is Bilateral, which has 

two channel TCD system with two diagnostic probes. Moreover, the other is Unilateral 

which has One channel TCD system with one diagnostic probe [17]. 

The monitor is shown in figure 2 (upper image), the bottom image is Marc 6oo 

Headframe. It is secure and comfortable, adjustable headframe available in either unilateral 

or bilateral configuration [17]. 

 

Figure 2 ST3 Transcranial Doppler and Marc 6oo Headframe [17]. 

Power M-mode program can simulate the velocity of blood in RMCA, LMCA, and BA  

with calculating its power, the number of samples, mean, DIAS (Desmoteplase (chemical 

compound) in Acute Stroke) and PI (pulsatility index is calculated by peak systolic velocity 
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- end diastolic velocity) / time averaged velocity) can be shown in Figure 3. After that, the 

recorded wave file is taken from TCD3 to MATLAB to apply signal processing on wave 

file and then to detect normal or vasospasm case.In the future, it would be desirable to 

predict vasospasm before it happens. 

 

 

Figure 3 Power M-mode Doppler [17]. 

 

Literature Survey 
 

We will discuss the different approaches or techniques for brain diseases detection 

using TCD. Two sources for such approaches could be considered. One is based on 

mathematical modeling of hemodynamic flow and using model parameters as features. 

Another approach is based on using audio analysis and classification features. Firstly, 

mathematical models of cerebral hemodynamics have been proposed by Ursino and Di 

Giammarco in 1991 [18]; Vasospasm is modeled, and it is shown that it affects only a 

single middle cerebral artery (MCA).   In the first stage, the model is used to simulate some 
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clinical results reported concerning the patterns of MCA velocity, CBF (cerebral blood 

flow) and pressure losses during vasospasm. In the second stage, a correlation test is 

performed on model variables where a negative correlation between area and MCA 

velocity can be shown until CBF is well preserved. A positive correlation occurs when 

CBF starts to decrease significantly [18]. Arterial Blood Pressure (ABP) is the input; the 

outputs are Intracranial Pressure (ICP) and Cerebral Blood Flow Velocity (CBFV). The 

calculated outputs are subtracted to measure error [18]. Unfortunately, many variables in 

the model are unknown (could be predicted using available measurements), and this limits 

their use as classification features. The system is shown in figure 4. In other study, a 

nonlinear model with four features has been proposed to estimate CBFV as a function of 

arterial blood pressure [19]. Another work also investigated and compared CBFV to its 

spectral envelop features for classifying cognitive tasks [20].  

 

Figure 4 Model Training and State Estimation [18]. 
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The second approach to TCD signal analysis is using frequency-time domain features. 

Nowadays, sound processing methods are well developed and widely used in our cell 

phones, smart watches, and computers. Though modern machine learning based algorithms 

could automatically transcribe music and recognize speech, those algorithms were not 

explored enough about their applicability in medical diagnostics. The physicians still rely 

on their experience and senses to diagnose various diseases instead of using automated 

techniques. However, sound analysis and machine learning start to take their place in 

medicine. Multiple works have investigated the possibility of TCD application to detection 

of various brain conditions using time and frequency domain methods. For example, fast 

Fourier Transform (FFT), wavelet transform (WT) and adaptive autoregressive moving 

average (A-ARMA) methods have been applied by Guler et al. to TCD signals which 

recorded from the middle cerebral artery to obtain TCD frequencies [21] and for spectral 

image analysis of TCD signal. From the spectral resolution of TCD signals, doppler 

frequency is measured, where various vessel diseases can be discovered by maximum 

frequency curves (sonogram envelope). Besides that, the resistive index can be used to find 

the cerebral pressure. The results shows, A-ARMA produced the best spectral resolution 

than FFT and WT [21]. 

The choice of a classifier and data dimension reduction technique play a significant 

role in getting robust results. Ozturka and Arslanb performed the chaos analysis on the 

transcranial Doppler (TCD) signals recorded from the temporal region, two chaotic 

invariant measures were calculated, i.e. the maximum Lyapunov exponent and the 

correlation dimension. They used them for automatically differentiating various 

cerebrovascular conditions via classifiers. Several different classification algorithms were 
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investigated; the k-nearest neighbor algorithm outperformed all the other classifiers with a 

classification accuracy of 94.44%. The receiver operating characteristic curves (ROC) 

were used to assess the performance of the classifiers [22]. The result was that these 

classification systems which use chaotic invariant measures as input to classifier can detect 

the blood flow velocity changes in different diseases. 

However, Uguz aimed to classify the TCD signals by using information gain (IG) as a 

feature ranking and principal component analysis (PCA) as dimension reduction to 

improve the classification efficiency and accuracy. The ranked feature is sorted in a 

decreasing order according to its importance with various ratios (10–100%). Then in PCA 

technique, the low importance features were ignored, and the high importance features 

were selected Then, the PCA method experiments were conducted using a support vector 

machine (SVM) classifier [23]. The most important stage in applied PCA is how to measure 

the number of principal components. The p number of principal components to be chosen 

among all principal components should represent the data at their very best. In this study, 

the cumulative percentage of variance criteria, for its simplicity and acceptable 

performance, was applied to determine the number of principal components [24]. The 

broken-stick model, Felicia's partial correlation procedure, cross-validation, Barlett’s test 

for equality of Eigenvalues, Kaiser’s criterion, Cattell’s screen-test, and the cumulative 

percentage of variance are a few of such criteria [24] [25].  

When KNN classification is implemented, the most important variable affecting 

classification is a k-nearest neighbor number. Usually, the typical k value is empirically 

determined to achieve the lowest classification error (k = 5 was determined). Besides that, 

Euclidean distance is used as the distance metric. 
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By using C4.5 decision tree algorithms, in the pruning phase, the post-pruning method is 

used to take the decision when to stop expanding a decision tree. The confidence factor is 

used for pruning the tree. In this study, the confidence factor is assigned as 0.25. The pruned 

trees consist of 8 leaves and 12 nodes. 

The SVM classifier efficiency hugely depends on the choice of kernels. There are many 

kinds of kernels such as the radial basis function (RBF) kernel, polynomial kernel, and B-

spline kernel. However, there are no well-established theories to select kernel functions 

[26]. Where the RBF kernel, which is one of the most popular kernel functions, is used, the 

classification efficiency is examined by using statistical parameters like sensitivity, 

specificity, areas under the ROC curves (AUC) and standard error; an SVM-based 

classifier gives a better result than KNN and C4.5 decision tree classifiers.   

 Also, adaptive neuro-fuzzy inference system showed promising results [27]. TCD 

signals were classified by Ozturk et al. by using neuro-fuzzy classifier of the non-stationary 

chaotic invariant TCD signal [27]. A chaos analysis of the TCD signals recorded from the 

middle arteries of the temporal region, found that all of the TCD signals represented 

nonlinear dynamics and had an underlying low-level determinism. The maximum 

Lyapunov exponent (�), which is the strongest quantitative indicator of chaos, was found 

to be positive for all TCD signals, but the correlation dimension (D2) was found as greater 

than 2 and as a fractional value for all TCD signals. This result indicates that the nonlinear 

dynamics of the TCD signals corresponds to a strange attractor in phase space. The ANFIS 

(Adaptive Neuro-Fuzzy Inference System) model fulfilled better percentage in 

classification accuracy than the NEFCLASS (Neuro fuzzy classification) model. The 

classification accuracy of the ANFIS model after training was 94.40% whilst this value 
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was found as 88.88% for the NEFCLASS model [27]. The proposed classification systems 

with chaotic invariant features, were able to detect the CBFV changes in different disorders 

[22] [27]. Uguz proposed the Rocchio-based hidden Markov model(HMM) and fuzzy 

discrete hidden Markov model (FDHMM) for enhancing the classifications of TCD signals 

[28] [29].  

Recent advances in extracranial Doppler studies have also contributed to improving the 

tools for vasospasm detection. Ryu et al. [30] developed a numerical model that was used 

to measure the extracranial blood velocity in anterior and posterior vasculature to detect 

vasospasm. The authors demonstrated the velocity ratio in carotid and vertebral arteries to 

identify severe vasospasm (impaired cerebral autoregulation) using noninvasive 

extracranial Doppler, which also can detect the changes in blood pressure and cardiac 

output [30]. 

As seen in many studies, Fourier transform and integral transforms are used widely, 

but the techniques cannot display time and frequency information details that would be 

sufficient for a good classification to detect many diseases. This means that many features 

of interest will be lost during the processing due to poor spectrum resolution especially in 

different noise power of non-stationary signals. Therefore, we tried to use both time and 

frequency features for classification with using the wavelets features to enhancing feature 

extraction method because it gives optimal time-frequency resolution in all ranges of 

frequencies. The major advantage of the wavelet transform is that the window size can be 

varied for low and high frequencies. For this benefit, the wavelet transform is applied in 

image processing [31] [32], signal processing [33] [34] and biomedicine [35]. The results 

were compared with the physician’s decision for verification of the proposed work and 
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then, the extracted model is tested at different noise power. Internal or external noise to the 

signal will cause appearance of a new or extra frequency which can influence the estimation 

detection of neurology problems.  

The second part of our study is CV modelling. Previous studies showed significant 

relationship between the hemodynamics of cerebral vessels and the cerebrovascular 

diseases [36] [37]. Cerebral hemodynamics can be monitored or measured using the 

cerebral blood flow velocity (CBFV) [38] [39].  The TCD ultrasonography device 

measures the blood flow rate by calculating the difference between the transmitted 

ultrasound and its returned echo. The CBFV is measured from left or right middle cerebral 

artery (LMCA, RMCA), or Basial Artery (BA).  The accuracy of analyzing and modeling 

are very important for early detection and prediction of the occurrence of cerebrovascular 

disorders. 

 Unfortunately, there is no simple, reliable and easily tunable mathematical model of 

CBFV. Olufsen established the cerebral artery blood flow velocity curve by using the 

resistors and a capacitor of Windkessel with taking into consideration the arterial pressure 

changes [40]. Ursino et al. modelled the cerebral blood flow regulation which comes from 

the superimposition and interaction of several concomitant effects [41]. In other studies, a 

computational fluid dynamics (CFD) approach was used to model and monitor the CBFV 

[42] [43]. More recently, Liu et al.  suggested purely mathematical modeling approach 

(instead of biologically or physically inspired) by using the eight’s order Fourier series to 

fit to the cerebral perfusion pressure of the CBFV graphs [44] [45]. Panunzi et al. proposed 

the five Stochastic Delay Differential Equations (SDDEs) that can generate the aterial 

pressure and CBFV [46]. Therefore, it is very important to try to create a mathematical 
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model for all this CBFV in different cases. From this point of view, the overall goal of the 

second part of PhD is to use sophisticated mathematical model to simulate the brain 

problem waves and compare them with the real TCD recordings. We adapted the Delayed 

Differential Equation (DDE) of the cardiac electrophysiology model to model the CBFV 

of the brain and compare the model output with the real TCD waves output. The objective 

was to obtain the better model with less parameters than offered in the previous studies. 

The effective range of parameters for CV, hyperemia and control participants was 

computed.  

The third part of the study is to present an algorithm for medication controlling along 

the pump to automatic CV treatment. There is a study that presents an algorithm for 

controlling glucose in the blood using a closed-loop insulin infusion pump, where the 

controller is designed from the 19th order of human glucose-insulin system. The results 

give 40% improvement in overshoot and 23% decrease in settling time. In the simulation, 

the linear model predictive controller(MPC) outperformed other suggested closed-loop 

algorithms [47]. By incorporating state estimation, further improvement in controller 

performance was realized. The state estimating controller is robust to patient-model 

mismatch. Where glucose and insulin dynamics are represented by three differential 

equations, two are physiologic, and the remaining four are used for fitting patient data. 

In another study, a nonlinear model predictive controller was presented to keep 

normoglycemia in patient with type 1 diabetes during fasting and overnight fast. The 

controller uses Bayesian parameter estimation to determine time-varying model 

parameters. The model predictive has been evaluated using data from 15 clinical 

experiments in patient with type 1 diabetes [48].  
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In another study, a closed-loop insulin infusion pump is developed to maintain a 

normoglycemia in type I diabetic. Filtering the impulse response coefficients via projection 

onto the Laguerre basis is used for linear identification of an input-output model from noisy 

data of the patient. A linear model predictive controller is presented using the identified 

step response model. Glucose setpoint tracking performance is enhanced by designing a 

second controller which substitutes a more detailed internal model containing state-

estimation and a Kalman filter for the input–output representation. The state estimating 

controller maintains glucose 15 mg/dl of the setpoint in the occurrence of measurement 

noise. Under noise-free conditions, the MPC with state estimation outperforms an internal 

model controller (49.4% reduction in undershooting and 45.7% decrease in settling time). 

These results demonstrate the potential use of predictive algorithms for blood glucose 

control in an insulin infusion pump [49]. 

In the following chapter, the framework or structure of the methods and techniques of 

TCD signal processing are presented with using machine learning tool for medical 

diagnostics. Then the mathematical modelling of TCD signals are presented in the same 

chapter.  In the results chapter, we demonstrate the application of the framework to 

detection of CV in stroke patients taking into consideration the effect of noise on the dataset 

and the performance of the different SNR and comparing the results of the created DDEs 

model with TCD orignal signals. Finally, the conclusion chapter summarizes our studies 

and proposes the future research directions.  
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CHAPTER 2 

RESEARCH METHODOLOGY 

 

There is a direct analogy between speech and music analysis and other kind of sound 

analysis (Doppler). Doppler sound could be explored using developed for speech and music 

tools/features. We applied the speech, sound, and music analysis approaches to the Doppler 

sound to detect and classify various brain disorders or events. The audio signal is acquired 

with TCD and analyzed for further classification. The signals are recorded, or processed 

directly from the audio output of the TCD. Figure 5 shows one example of the cerebral 

vasospasm (bottom) signal and normal (top) TCD signal at the same time and voltage scale. 

It is visually obvious that those two signals are different, but it is not obvious how this 

difference could be quantified. In addition, in many cases normal and abnormal signals are 

very similar in their appearance. The framework consists of two main stages: 

1) TCD-Data Collection 

2) TCD-Data Classification 
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Figure 5 TCD Recording from Control (top) and Cerebral Vasospasm (bottom) Cases. 

 

TCD-Data Collection 
 

In this study, 160 TCD audio database were recorded from 16 subjects of 3 seconds 

duration with sampling rate 44.1kHz. The signals were recorded once a day for 5 days on 

average. All methods were carried out in accordance with relevant guidelines and 

regulations, 160 Doppler audio signals were retrospectively recorded from existing TCDs 

on proximal arterial segments of the left middle cerebral artery and right middle cerebral 

artery from patients in an IRB approved aneurysmal subarachnoid hemorrhage registry 
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(University of Alabama at Birmingham Institutional Review Board Protocol Number: 

X150622004). Informed consent was not required for retrospective analysis of de-

identified Doppler audio data. The signals were classified manually by a vascular 

neurologist as CV or normal (without CV). There were 8 normal subjects and 8 CV subjects  

had detected in RMCA, LMCA, or both.  All of them were transferred from TCD to the 

PC by an auxiliary audio cable.   

TCD-Data Classification 
 

The problem of CV identification could be formulated as a pattern recognition 

problem. For framing CV detection as a pattern recognition problem, we used training 

based on manually classified cases of CV. Four steps are applied on the dataset to detect 

the CV subjects. The first is feature extraction, dimension reduction, feature scaling and 

mean normalization then the classifier. All the results are compared with the decision of 

vascular neurologist. Finally, to enhance the sensitivity and specificity percentage, we used 

the CWT. 

Feature Extraction 

 

A Feature extraction is an essential step in pattern recognition. It commonly used in 

machine learning and audio signal processing to compress the big dataset size or the 

redundancy information [50] into small size and at the same time to increase the classifier 

efficiency. There is an infinite number of ways to define features; we have carefully 

selected from the features used in audio research those that might be useful in TCD analysis 

and beyond. We used features from time and frequency domains to analyze audio signals. 

The time domain features are zero-cross rate (ZCR), energy, and energy entropy. We 
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combined them with more advanced frequency domain features like 13 Mel-frequency 

cepstral coefficients (MFCC), 12 Chroma coefficients, spectral centroid, spread, entropy, 

spectral roll-off, spectral flux and harmonic ratio for periodic estimation. They were 

extracted directly from the sampled audio files. We displayed the effect of each of these 12 

features on the CV detection in the wavelet section. 

Zero-Crossing Rate  

ZCR used as a feature in the narrowband signals and audio analysis [51]. It reflects or count 

the number of times the waveform changes its algebric sign during the frame per second 

[52]. The average rate can be used as a feature in the classifier input and it can be used as 

a feature in audio analysis [51]. 

Z(i)=

�� � |����[��(�)] − ����[��(� − 1)]|���
            (1) 

��(�)]= +1      ��(�) ≥ 0 −1      ��(�) < 0                                           (2) 

Harmonic Ratio 

Any audio signal can be classified as quasiperiodic or aperiodic. For simplicity, We 

classified the TCD signals as quasiperiodic in order to predict the fundamental period by 

using the autocorrelation function [53]. The first step was shifting the signal and calculating 

the correlation of the original signal with the shifted one. Then the maximum 

autocorrelation was chosen [54]. The autocorrelation function for frame i is given by: 

%�(&) = ∑ ��(�)(��
 ��(� − &)                                 (3) 
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In the second step we normalized the autocorrelation function and taking the max to get 

the harmonic ratio: 

Max (,�(&)) = -.(/)0∑ 1.(�)23456 1.(�7/)2                           (4) 

Energy 

Energy is frequently used in audio content analysis [55]. The training set of audio files was 

divided into sequences of frames, each frame was divided into samples, and then square 

absolute summation of the frame samples was performed to obtain each frame’s energy 

[56], which is shown in equation (2): 

8(�) = � |��(�)|����
                                                 (5) 

where ��(�) is the audio samples of ith frame, and 9 is the number of samples in the frame. 

We normalized every output of frame energy by dividing 8(�) by S to compute the power 

of the signal [56].  The equation for power computation is: 

 ;(�) = 
� � |��(�)|����
                                              (6) 

Energy Entropy 

This feature is used for the determining the sudden variations in the level of energy in the 

audio signal [56] [57], it measured my dividing each wave file into frames, then dividing 

the energy of each frame (Ei) in energies of sub-frame (Ek where k from 1 to P) of the same 

duration, then normalized by the energy of the frame [58]. 

8� = < 8 =
>

=�

                                                                              (7) 
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8@  = 8=8�                                                                                     (8) 

The energy entropy is defined by: 

B(�) = − < 8@ ∗  DE��(8@)>
��


                                                (9) 

Mel-Frequency Cepstral Coefficients  

MFCC is defined as the short time speech spectrum, it used mainly in the field of speech 

processing [59]  in the application of human speech prediction [60] [61] and it can be used 

in music. It reflects the representation of signal cepstral, where after measuring the log-

amplitude of the power spectrum of nonlinear Mel frequency, the FFT bins were graded 

and smoothed per the perceptually motivated Mel-frequency scaling. Finally, discrete 

cosine transforms (DCT) was performed to decorrelate the resulting feature vectors [62], 

[51] Although we tested 13 coefficients for CV detection, we found that performance of 

the first coefficient was the best for classification. 

Chroma  

The Chroma vector is a 12-element representation of the spectral energy as proposed by 

Wakefield [63]. These features are frequently used in music applications [64] [65]. and 

widely used to predict the music that produced from piano.  The Chroma vector was 

calculated by converting the DFT coefficients of a signal into 12 bins. Each bin represents 

one of the 12 equal tempered pitch classes. Each bin generates the mean of log-magnitudes 

of the DFT coefficients. [56] We found that the first and second coefficients gave the best 

classification performance: 
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G= = ∑ H.(�)IJ
�=�
                                                         (10) 

Spectral Entropy 

It used for music [66] and speech discrimination. The spectral entropy [57] is calculated 

similarly to the entropy of energy, but it is computed in the frequency domain and so we 

divided the spectrum of the frame to sub-bands energy 8K, where b= 0, 1,… L-1, then 

normalized by the energy of spectrum frame. 

B = − ∑ LM∑ LMNO6M5P ∗ DE�� Q LM∑ LMNO6M5P RS7
K�T                               (11) 

Spectral Centroid 

It used for music, speech discrimination and watermarking [67] [68] and used for speech 

and music discrimination [67]. The spectral centroid is defined as mass center of the 

spectrum. The spectral centroid value U� of the ith audio frame, is defined as: 

U� = ∑ = .  H.(=)WJ56∑ H.(=)WJ56                                                             (12) 

where X�(Y), (Y = 1, … , \) are the magnitudes of discrete Fourier transform coefficients 

of ith frame. 

Spectral Spread 

It used for music, speech discrimination and watermarking [67], [68]. The spectral spread 

is the second central moment of the spectral centroid. We calculated it by finding the 

deviation of the spectrum from the spectral centroid, according to the following equation 

[56]: 
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9� = ]∑ (=7^.)2H.(=)WJ56∑ H.(=)WJ56                                               (13) 

The spectral spread is used to monitor spectral shape, and is generally used in 

watermarking of audio signals [68].  

Spectral Roll-off  

Spectral roll-off is used to discriminate between the voiced and unvoiced signal [54], but 

we used it as feature extraction in CV detection. It is defined as the 95th percentile of the 

power spectral distribution (Rt) [51]. 

∑ X�(Y)-_=�
 = 0.95 ∗ ∑ X�(Y)a=�
                              (14) 

Spectral Flux 

Spectral flux calculates the spectral deviation between two consecutive frames and was 

measured as the squared difference between the magnitudes of the spectra of two 

consecutive windows [51]: 

Fi =∑ (a=�
 ,�(Y) − ,�7
(Y))�                                    (15)  

where ,�(b)  is the normalized magnitude of Fourier transform of the current frame.  

Dimension Reduction 

 

This step was used after the feature extraction, because the extracted features may be 

correlated, or have redundant information, which can lead to decreasing efficiency of the 

classifier used. Principal Component Analysis (PCA) or Karhunen-Loeve is applied in 

dimension reduction processes in the pattern recognition [69] for feature generation, it 
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mapping the original space to a lower dimensional one using a mathematical 

transformation [59] [70]. PCA is a statistical process that converts certainly correlated 

variables to linearly uncorrelated variables, which are called principal components. 

Furthermore, the number of principal components needed to sufficiently describe the 

original data is generally smaller than the original data. The first principal component has 

the highest variance and all output vectors should be orthogonal. In our research, we used 

the PCA technique of the wave file as an array with 99% variance, in order to increase the 

classifier efficiency. 

Feature Scaling and Mean Normalization 

 

Feature scaling is used to standardize the values of independent variables or features 

of the dataset [71]. In data processing, it is known as data normalization and is performed 

during the data preprocessing step before classifier. Since the values of raw data are varied 

widely, the normalization is necessary. We applied feature scaling for the twelve features 

before extracting the classifier model. Another reason for using feature scaling is a faster 

convergence of gradient descent algorithm which is used in the training process [72]. After 

normalization, all feature values were distributed between 1 and -1. 

Classification 

 

In the fourth stage, all features were fed to different classifiers. The trained classifier 

arrives to the decision about the problem. Various CV classifying techniques were tested, 

e.g., Decision Trees, K-Nearest-Neighbors, Discriminant Analysis, Logistic Regression, 

and Support Vector Machines. We found that ensemble bagged decision tree classifier 

gives the highest classifcation accuracy. It uses a flowchart where each node has a true/false 
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test; each branch shows the output of a trial. The classification law is the path from the 

output(root) to the input (leaf), so it could be implemented by “if” condition statements. 

The framework is providing supervised training of the classifier offline.  

Alternative approach in other study, uses zero crossing density, spectral centroid, and 

median of Welch spectrum estimator as feature extraction and cross-validation to compare 

the performances of different predictive modeling; it achieved 82% accuracy. 

Continuous wavelets transform (CWT) 

 

It used for time-frequency analysis tool for non-stationary signals; wavelet can give 

us long time interval and short time interval for the low-frequency band and high ones [73] 

[74]. So, it can provide many frequency information details at low frequency and many 

time information detail at low frequency. The wavelet transform can be applied to discrete- 

and continuous-time signals. In this study, the continuous wavelet transform gives better 

results. CWT enhance the sensitivity and specificity percentage compared to that published 

in [75]. 
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CBFV Spectral Envelope Modelling 

 

Figure 6 The Time Domain of the TCD Wave Files for Normal, Hyperermia and CV Cases. 

Figure 6 shows the difference between TCD signals in time domain for the three 

cases after transferring the signal from TCD device to the MATLAB by auxiliary cable. 

Unfortunately, the visual differences are not consistent and difficult to quantify. 

After recording the TCD wave files from the MCA and transferring them into 

frequency domain, the three CBFV cases can be considered as periodic signals. Based on 

our experiments, there is a high similarity between the TCD signal and the heart 

electrophysiological model (PQRST) especially the ST interval described in [76]. ST 

interval period (starts from the end of the QRS-interval to T-wave) are corresponding 

repolarization process in ventricular heart chamber. The cardiac conduction system can be 

synthesized by three self-excited pacemakers. Sinoatrial (SA) node is the dominant 

pacemaker of the cardiac and having the highest intrinsic rate [76] [77] [78]. Other 

pacemakers like atrioventricular (AV) node and the His-Purkinje system (HP) have low 

intrinsic rate [76] [77] [78]. we can model the heart conduction physiology system by using 

two-coupled nonlinear oscillators. 
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�c
 = 1U�d ��                                                                                                                 (16) 

�c� = − 1f�d [�
 + \
(��) + %(�� + �g)]                                                              (17) 

�ch = 1Udi �g                                                                                                                  (18) 

�cg = − 1fdi [�h + \�(�g) + %(�� + �g)]                                                               (19) 

Where the parameters U�d, f�d, Udi , fdi , % can be obtained experimentally and they 

reflected the physiological properties of heart conduction system. The functions 

\
 j�k \� are voltage sources depending on currents x1 and x2 respectively, but this did 

generate the PQRST interval well and TCD signal.  

Other approach used the Van de Pol (VdP) ordinary differential equation (ODE) to model 

the cardiac pacemaker. The VdP system is used to displays the characteristic behaviors in 

physiological system that contains limit cycles, complex periodicity, synchronization and 

chaotic dynamics [79] [80].  

As already mentioned, the normal cardiac rhythm is mainly produced from the SA node, 

which can be known as the normal pacemaker. Each depolarization followed by 

repolarization in different region of the heart which generate currents with different 

magnitudes. Therefore, the combination of different activations waves from each heart 

region is responsible for the PQRST wave form.  Under these assumptions, it is found that 

the coupled oscillators can represent the general heart beat dynamics and TCD signal. 

Usually two oscillators can generate similar signal as the SA and AV nodes. But, these two 

oscillators cannot produce PQRST wave in the right form like ECG output. This is because 
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the signal from the first oscillator is used for the SA node and atrium polarization and the 

signal from the second oscillator for the ventricle depolarization. So, it is possible to 

generate the P-curve but not the QRS complex [81]. 

�c
 = ��                                                                                                                                (20)  

�c� = b(�
 − m
)(�
 − m�)�� − n
�
 + o
(�h − �
) + j
 sin(m
s)                  (21) 

�ch = �g                                                                                                                                (22) 

�cg = Y(�h − m
)(�h − m�)�g − n��h + o�(�
 − �h)                                              (23) 

Where �
, �� \Eu 9v �Ekw j�k �h,  �g for AV nodes [82], and model parameters (b, m
,  
m�, n
, n�, j
, o
, o�) are obtained experimentally. This observation conclude that we 

should use the third oscillator which physiologically generates the His–Purkinje complex. 

This conceptual model may be represented by a set of differential equations as follows 

[83]: 

�c
 = ��                                                                                                                                (24) 

�c� = −j�d��(�
 − m�d
)(�
 − m�d�) − �
(�
 + k�d)(�
 + w�d) +
           y�d sin(m�ds) − b�d7di(�
 − �h − b�d7z{(�
 − �|) + }
                             (25)  

�ch = �g                                                                                                                                   (26) 

�cg = −jdi�g(�h − mdi
)(�h − mdi�) − �h(�h + kdi)(�h + wdi) + 

              ydi sin(mdis) − bdi7�d(�h − �
 − bdi7z{(�h − �|)}�                         (27)  

�c| = �~                                                                                                                                (28) 
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�c~ = −jz{�~(�| − mz{
)(�| − mz{�) − �|(�| + kz{)(�| + wz{) +
            yz{ sin(mz{s) − bz{7�d(�| − �
) − bz{7di(�| − �h) + }h                   (29)     

        Time delayed in the signal are used to change the coupled oscillators conduction. The 

adding of time delays in differential equations can make a severe change and generate 

chaos emerges in a system that can be defined as a regular behavior [84] [85] [86]. On this 

assumption, the delayed differential equation can be written as [84]: 

�c
 = ��                                                                                                                                (30) 

�c� = −j�d��(�
 − m�d
)(�
 − m�d�) − �
(�
 + k�d)(�
 + w�d) +    y�d sin(m�ds) −
b�d7di(�
 − �h����O�� − b�d7z{(�
 − �|����O��) + }
   (16)  

�ch = �g                                                                                                                                         (31) 

�cg = −jdi�g(�h − mdi
)(�h − mdi�) − �h(�h + kdi)(�h + wdi) +     ydi sin(mdis) −
bdi7�d(�h − �
����O�� − bdi7z{(�h − �|����O��)}�       (18)  

�c| = �~                                                                                                                                       (32) 

�c~ = −jz{�~(�| − mz{
)(�| − mz{�) − �|(�| + kz{)(�| + wz{) +
y z{ sin(mz{s) − bz{7�d(�| − �
����O��) − bz{7di(�| − �h����O��) + }h (33)                                                                                                   

Where ��� ≡ ��(s − �), j�k � known as the time delay. Therefore, the mathematical model 

consists of three coupled oscillators, the ECG signal is formed from the combination of 

signals as follows (where � is a magnitude scaling factor) [84]: 

ECG =(�T + �
�
 + �h�h + �|�|)�                                                                         (34) 
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Figure 7 ECG Simulated Equation using Three Coupled Oscillators. 

Figure 7 shows the simulated ECG equation, The DDE of the heart model was chosen for 

modeling the TCD waves. To accomplish that, the cardiac equations were modified to fit 

the TCD signal: 

�c
 = ��                                                                                                           (35) 

�c� = −3��(�
 − 0.2)(�
 + 1.9) − �
(�
 + 3)(�
 + w�d ))             (36)  

�ch = �g                                                                                                              (37) 

�cg = −jdi�g(�h − 0.1)(�h + 0.1) − �h(�h + 3)(�h + 3) − 5(�h −
                                 �
���� ����� 6 )                                                                  (38)  

The parameters that were chosen for the model are summarized in the Table 1. 
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Table 1. TCD envelope DDE parameters 

 Parameter 

Lag Value 0.8 

Initial Values 0, 0.7, 0, 0.2 

��� 3 

���� 0.2 

���� -1.9 

��� 3 

���� 0.1 

���� -0.1 

��� 3 

��� 3 

��� 5 

���� 1 

���� -1 

��� 3 

��� 7 
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���7�� 20 

 

The TCD spectral envelope is modeled by the linear transform: 

�U� w�GwDE�w = ��h + �T                                                                      (39)  

This value is clipped at specific threshold. The parameters �T, �, w�d, jdi and the threshold 

are the only parameters to be tuned in our model. 

Adaptive Medication Pump 
 

Syringe injection pumps are used for treatment using slow medications injection or 

for injection plasma to the blood. Any syringe injection pump consists of three essential 

parts; fluid bag, clamp and hook [87]. The fluid is fixed with gears and roller, when the 

roller rotates, the gear will move then the fluid transfers to patient. The user should define 

the fluid flow and the required volume. The tube contains an air detector sensor to sense 

the occurrence of air bubbles, and there is another sensor, which is Pressure sensor to sense 

any excessive injection pressure. So, these sensors are connected to alarm to inform the 

user that something wrong has happened. The speed and accuracy of injection with a given 

amount of drug at predetermined time are very important for cerebrovascular patients 

without human assistance. There are two factor that control the rate of injection; the syringe 

diameter and the defined flow rate.  The high or even the low injection dosages can be 

dangerous for patients. The measurement units are milliliters per hour(mL/h). The first 

attempt of automatic syringe pump was in 1492 [87]. Then, this branch was progressed 

slowly until in 1658, Christopher Ren produced the first injection device. After that these 

experiments led to patient’s death. The syringe production was stopped due to patient’s 
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death. In 20th century, the plastic bags were replaced with empty bottles which reduced 

the presence of air. In 1970, Dean Came invented the first injection pump that connected 

to the patient during movement for treatment, this device helps the diabetic patients who 

needed injections at certain times [87].     

An Arduino-Uno microcontroller board can be used to control the stepper motor which is 

attached with syringe pump. The Arduino can be connected to liquid crystal display (LCD) 

and Keypad also to the separate power supply should supply stepper motor to avoid damage 

the controller from over current of the stepper motor. For the moving mechanism, the 

stepper motor moved the slider to infuse or diffuse the syringe. Motor driver (L293D) is 

controlled by Arduino for sending signal to stepper motor. 
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CHAPTER 3 

RESULTS AND DISCUSION 

 

In this study, we used the machine learning for classifying unlabeled novel TCD 

signals and the obtained results are compared to a manual expert classification. 

A supervised learning approach was used to train the classifier. We can enhance the 

efficiency of the algorithm by increasing the number of training information and the 

number of extracted features. The goal of supervised machine learning is to extract the 

model that makes an estimation based on evidence in the known input data and known 

output. Then, this model can predict the future output data. It is complicated to extract the 

correct model which is based on trial and error technique, for example, when the model 

has too many parameters to train, the training data will generate a sensitive model that will 

model minor variation which can be noise. On the other, hand too simplistic model will 

have low classification accuracy. Therefore, the right algorithm is a tradeoff between the 

training data, the number of features, accuracy, model speed, and complexity. The 

following schematic in Figure 8 helps to overcome some of the machine learning 

challenges.  
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Figure 8 Machine Learning Framework. 

 

Figure 9 Two out of 34 Levels are Shown in Decision Tree. 

First, use preprocessing processes like data scaling and normalization to standardize 

the values, after that use a certain number of time-frequency features, and then apply the 

classifier. If the model accuracy after training the dataset is low, so we should increase the 
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number of features. When we get a high detection accuracy, then, we should start testing 

the extracted model by using testing datasets. If the sensitivity of the model is low, so we 

should take more training dataset in the beginning. This loop should be repeated until we 

reach high accuracy and sensitivity model for the detection. 

The Extracted CV Model 
 

In the example of cerebral vasospasm detection, we used 12 time-frequency features 

to extract a high sensitivity model with using a decision tree classifier. The decision tree 

contains branches and leaves, where the decision rule can be made by an if conditional 

statement. Figure. 9 shows an example of two levels out of 34 levels of our decision tree 

classifier. 

We addressed overfitting by limiting the training-set size to 12 files and minimized 

underfitting  by increasing the number of features. In our work, we extracted the classifier 

training model from two sets of six doppler audio files each side (RMCA and RMCA), one 

from vasospastic vessels, and the other without CV. The features described above were 

extracted and used for training. 
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Figure 10 Scatter Plot of Energy Entropy and Harmonic Ratio in the Training Model. 

We extracted the bagged trees model, which yielded overall 89.17% accuracy for 160 TCD 

signals (Normal and CV cases). The system classifies the audio files into normal or CV. 

Figure 10 is the scatter plot between the two features (energy entropy and harmonic ratio). 

Figure 11 shows the relation between spectral entropy and harmonic ratio. The confusion 

matrix in Figure 12 shows that 89.74% cases are predicted correctly as normal (true 

negative rate) and 87.5% are predicted correctly as CV (true positive rate). On the other 

hand, the false positive rate is 12.5% and false negative rate 10.26% (where green diagonal 

is the correctly predicted samples, and the pink diagonal is the confused ones).  
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Figure 11 Scatter Plot of Spectral Entropy and Harmonic Ratio in the Training Model. 

 

Figure 12 The Confusion Matrix of Decision Tree Matrix in Two Cases. 
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Error analysis was performed using Precision and Recall measures: 

Precision=
�>�> a>                                                                                          

Recall= 
�>�> a�                                                                                              

where s� is true positive, \� is false positive, and \� is false negative. Precision is the 

relation between the true positive and the number of predicted positive (true positive and 

false positive) which equaled 87.5%. This shows what fraction actually has CV. The recall 

value is the relation between true positive and the number of actual positive (true positve 

and false negative) which equaled 89.5% and shows what fraction was correctly detected 

as having CV.  There is a trade-off between the recall and precision [88].  

Error analysis was also measured by Receiver operating characteristic (ROC), which is a 

statistical graphical plot that shows the efficiency of a binary classifier, where the true 

positive curve is called probability of detection and the false negative rate is the probability 

of false alarm. The result for our model is shown in Figure 13. 
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Figure 13 ROC for Decision Tree Classifier. 

Firstly, we should test the efficiency and evaluate the success of the proposed 

algorithm that is based on 12 features. The 12 features were added and the results are 

calculated in terms of sensitivity, specificity, and accuracy using the decision tree classifier. 

The main now is to test the influence of noise on the tested dataset. The experimental results 

of 160 wave files with the bagged decision tree classifier are 87.5% for sensitivity and 

89.77% for specificity, but all these results without adding any type of noise to signal. 

It is important to note that normal signal might produce false alarms that could be resolved 

using standard filering techniques of signal averaging over long enough intervals. Since 

the onset of CV might take many minutes, that kind of time averaging is appropriate. In 

presence of moderate CV, the developed algorithm could misdetect the CV, but again time 

averaging corrects that behavior. This result emphasizes that the CV degree is very 

important for the monitoring and treatment.  
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Robustness to Noise Test for the Developed Model 

 

In the TCD device, Power M-mode program is built-in TCD. It can simulate the 

velocity of blood in RMCA, LMCA, and Basial artery (BA) with calculating its power, the 

number of samples, mean, DIAS (Desmoteplase (chemical compound) in Acute Stroke) 

and PI (pulsatility index is calculated by peak systolic velocity-end diastolic velocity)/time 

averaged velocity). This can be shown in Figure 3. After that, the recorded wave file is 

taken from TCD to MATLAB to confirm signal processing on wave file and then to detect 

the patient in normal case or CV. Figure 15 shows the signal before training and testing by 

machine learning. 

 

 

Figure 14 Simulated TCD Signal Before Appling Machine Learning Step. 

So, it is important to study the robustness to noise on the dataset with different noise power. 

Figure 16 shows the evaluation of the proposed model to noise robustness, by adding the 

Additive White Gaussian noise (AWGN) to the dataset. The experiments show that the CV 

detection model is robust to noise until 30 SNR and in the normal detection until 60 SNR. 

This AWGN can yield from the TCD cable, power line or TCD probes. 
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Figure 15 SNR with Sensitivity and Specificity Percentage. 

Enhancing the Model by Using the Wavelet Features 

 

After that, we used the wavelet transform features for enhancing the classifier 

efficiency in addition to using the 12 features described before. CWT was found to be better 

than DWT in distinguishing between the signals. The wavelet coefficients were applied 

using the Morlet wavelet. Figure 17,18 show the CWT coefficients for the normal and CV 

participants, respectively, where the x-axis represents time position along the wave file, the 

y-axis is the wavelet coefficient or scale (from 1 to 64, high scale means stretched wavelet 

and slowly changed signal with low frequency) and the color scale reflects the magnitude 

of each coefficient (the dark color means the lower magnitude and the bright the higher). 
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Figure 16 Wavelets Coefficients for Normal Subject. 

 

Figure 17 Wavelets Coefficients for CV Subject. 

At this stage, to test the efficiency and evaluate the success of the proposed algorithm 

that based on 12 features and CWT coefficients. Firstly, one by one feature was added and 

every time the results are calculated in terms of sensitivity, specificity, and accuracy. The 

main purpose is to test the influence of each feature on the tested dataset. The experimental 

results of 160 wave files with bagged decision tree classifier are summarized in the Table 

2. The 12 features with bagged decision tree classifier give the experimental results are 

87.5% sensitivity and 89.77% for specificity. 
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 After that, wavelet technique is applied to reduce the false alarm detection in positive 

and negatives subjects; the highest accuracy is obtained with 92.5% sensitivity and 95% 

specificity.  

As seen in the Table 3, the proposed model is compared by using various classifiers which 

are applied to the same dataset. The performance of the classifiers is evaluated using 

sensitivity, specificity, and accuracy. Decision tree and KNN give us the same accuracy, 

but KNN has high specificity percentage, on the other hand, bagged decision tree gives the 

highest in sensitivity percentage.  

 

Table 2 The Performance of Bagged Decision Tree with Adding Different Features. 

Table 2- Bagged Decision Tree Classifier 
Performance 

 
 

Adding 

Features 

Sensitivity 

(%) 

(CV) 

Specificity 

(%) 

(Normal) 

Accuracy 

(%) 

Zero 

Crossing 

       51.7        92.5 62 

Energy        78.8        67.5     75.94 

Energy 

Entropy 

       77.9 67.5     75.31 

Spectral 

Centroid 

       83.9         65     79.11 

Spectral 

Spread 

       83.9        67.5     79.74 

Spectral 

Entropy 

       88.9        77.5 86 
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Table 3 Comparison of the Performance of Different Classifiers. 

Table 3 – Comparison Between Different Classifiers 

 

Classifier 

Sensitivity 

(%) 

(CV) 

Specificity 

(%) 

(Normal) 

Accuracy 

(%) 

Bagged 

Decision Tree 

 

89.83 

 

87.5 

 

89.24 

Linear 

Decimator 

 

55.9 

 

95 

 

65.82 

         KNN 

 

91.52 

 

85 

 

89.87 

Logistic 

Regression 

 

44.9 

 

92.5 

 

    56.9 

 

 

Spectral Flux        89.8         80     87.34 

Spectral Roll 

off 

       77.9         92.5     81.64 

       MFCC        80.5         92.5     83.5 

Harmonic 

Ratio 

       83         97.5     86.7 

First 

Chroma 

       84.7         92.5 86.7 

Second 

Chroma 

       89.83         87.5     89.24 

     CWT         95         92.5     93.7 
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Cerebral Vasospasm Modelling 
 

Representative spectrograms of three groups are shown in Fig. 19-22. The blue 

envelope curves are the result of a modeling using DDE and the red/yellow spectrograms 

are obtained from the participants. The envelopes in all cases have different cycle duration, 

the highest horizontal level and the lowest horizontal level. Table 4 shows the statistics of 

the TCD signal extrema levels and cycle durations. 

Table 4. TCD Signal Statistics 

  

Signal 

Specification 

 

Cycle 

Duration 

 Min 

 

Cycle 

Duration 

Max 

Max 

value 

for 

Highest 

Level 

Min 

value 

for 

Highest 

Level 

Max 

value 

for 

Lowest 

Level 

Min 

value 

 for 

Lowest 

Level 

Control 0.6 1 3094 1504 1418 515.6 

CV 0.65 1.18 6016 3652 2874 1848 

 

In order to obtain the features of the normal, hyperemia and CV cases, samples from each 

case are taken. Based on the equation (39), it was observed that there was a certain range 

for variable values for each group. There are four variables that should be set 

(w�d, jdi , �T, �)  and other parameters kept constant, so we can estimate the CBFV in the 

three cases. The w�d values represent the cycle rate of the brain middle artery , jdi value 

represents the width of positive cycle of the brain middle artery, �T value represents the 

DC signal offset value from the x axis and β value represents the scale. Table 5 summarizes 

average values that are appropriate for three groups of interest. 
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Table 5. DDE Model Typical Parameters 

 

Cases 

Normal 

Case 

Hyperemia 

Case 

Cerebral 

Vasospasm 

Case 

��� 5.2 5.5 4.66 

��� 7 3 5 

  ¡¢ 4150 8500 13000 

£ 1600 2850 4150 

 

 

Figure 18 Graphical Comparison between the Real TCD Signal and Modelled One in the 
Hyperermia Case. 
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Figure 19 Graphical Comparison Between the Real TCD Signal and Modelled One in the 
Cerebral Vasospasm Case. 

 

Figure 20 Graphical Comparison Between the Real TCD Signal and Modelled One in the Normal 
Case. 
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Figure 21 Graphical Comparison Between the Real TCD Signal and Modelled One in the Normal 
Case. 

Based on equation (39), we could generate many TCD signals. To validate this model, a 

validation waves (2 control cases, 1 Hyperemia and 1 CV case) were selected from TCD 

datasets. Figure 19,20,21,22 show the difference between the real TCD signal and the 

extracted DDE model in Hyperemia, CV and normal respectively. The results show good 

fit to the envelope of the real signals.  

We have found that by changing four parameters in the proposed delay differential 

equations, we could transfer from one case to another. The DDE achieved highly efficient 

output close to the original TCD output. These equations can be used widely in 

neurological studies of a cerebral hemodynamics. The mathematical model of TCD signal 

can significantly improve and modernize the understanding of the undergoing processes.  

Unfortunately, not all TCD recording spectrums are clean and high contrast and the 

predication performance directly depends on the quality of a signal and noise level. More 

precise ranges of parameter could be extracted for the model after obtaining more high 

quality TCD data. 
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CV Treatment with Medical Pump Control 
 

The second part of the study is to present an algorithm for medication controlling 

along the pump for CV treatment. We will use a developed algorithm for controlling 

medication in the blood using a closed-loop infusion pump. 

The prototype mechatronic syringe pump consists of a keypad, LCD and stepper motor. 

The stepper motor starts to rotate at pre-programmed time with given speed. Arduino was 

used to control the stepper motor. T was the time for a single stepper motor pulse, Ti’ was 

the time of motor pulses that required in ith experiment and Pi was the estimated number of 

pulses in ith experiment. By experiments, Pi pulses generated UU�. The following can be 

used for determining the number of pulses Pi in ith experiment 

Pi = �.’¥                                                                                                            

PF was defined as the number of stepper motor pulses for the full syringe injection (UU¦), 

therefore it can be predicted by:  

PF = ∑�.∗§§¨§§.I©/Kª« ¬a ª1>ª«�/ª��(                                                                               

The stepper motor velocity for ith experiment can be measured by:  

­�= ^^.®6O^^.�.®6O�.                                                                                                     

Therefore, 

The average motor velocity = ∑ i.I©/Kª« ¬a ª1>ª«�/ª��(       
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The frequency required to enable the motor is reciprocal the time of each step 

F = 
�.                                                                                                               

There are many techniques for drive and control the syringe pump. We will use the 

controller with the open source microcontroller board (Arduino) to regulate the pressure in 

the syringe. This technique offers a low-cost option to drive and control the pressure in the 

syringe. The syringe pump is the most commonly used as a device that maintain more 

stable flows than recirculation pumps and peristaltic with easy to setup and use. Our syringe 

pump system is consisting of four essential parts: the syringe pump, pressure sensor, 

microcontroller, the stepper motor and the stepper driver. Figure 22 shows the system 

layout. The syringe pump used to offer the certain displacement for forcing the medication. 

The pressure sensor (piezoresistive pressure) used to continuous monitoring the pressure 

inside the pump. The Arduino microcontroller board is taking the reading from the pressure 

sensor and then controlling the motor driver while increasing or decreasing the pressure.  

To control pressure in the pump, we used the controller which has a highly responsive and 

stable. The controller can be used to optimize the pressure response to fit a certain 

application. In biomedical field, pressure overshot can cause problems. So, the derivative 

gain is used to prevent this overshooting, but it has a disadvantage of longer response time.  

 

 

 

 

 

Figure 22 Syringe pump controller layout. 

Syringe Pump Stepper Motor Stepper 

Driver 

Pressure 

Sensor 
Microcontroller  
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CONCLUSION AND FUTURE WORK 

 

Novel algorithm for CV detection, based on audio and music signal analysis of TCD 

spectra, was developed using supervised machine learning framework. Time and frequency 

features were extracted from the signal, and they were used as input to the ensemble 

decision tree classifier. This CV detection research algorithm was tested against the noise 

by using 12 features with ensemble bagged decision tree. This classifier produced robust 

detection of CV with over 87.5% success rate and 92.5% for normal and can be applied in 

real time. Then we used the wavelets for expanding the feature set and to enhance the 

accuracy detection. It is shown that CWT gives a high detailed description of the normal 

and CV blood flow rate sound cases, where this method monitored the time, frequency and 

shape in details. When the developed algorithm was tested the classification efficiency 

performance are 92.5% sensitivity and 95% specificity. Our autonomous CV detector can 

allow development of continuous vasospasm monitoring with automatic alarming on this 

dangerous condition in both clinically and for cerebrovascular research and with decreasing 

the physician’s attendance in the neurology clinics.  

The observation of the experimental data clarifies there is a high relationship between 

cardiac waves which is taken by electroencephalogram (EEG) and CBFV waves of the 

brain which is taken by TCD especially in ST interval. In this study, we share a curious 
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observation that the mathematical models that were developed for modeling cardiac waves 

could be modified and applied to a cerebral blood velocity flow modeling. Our results show 

that various behaviors of TCD signal spectrum could be precisely modeled with delay 

differential equations that build a model with only 4 parameters. Our approach (model) 

uses routinely TCD signals which are wave files, does not require any training on TCD 

data before using, does not need calibration, and is applicable across a large range of 

patients. The fitting process works well with high resolution spectrogram but it could fail 

with the low-resolution or low-quality spectrograms. We proposed an intuitive way to tune 

those parameters to fit the model to the real TCD data recorded in clinic.  

We successfully applied the model to demonstrate the differences between three groups of 

signals: CV, hyperemia and control. In the future this model could potentially help in 

earlier detection of CV, but its main benefit that it could be applied to other disorders 

related to cerebral blood flow and could improve understanding of the mechanisms 

involved in the process. These equations can be used widely in neurology studies of a 

cerebral hemodynamics in various vascular problems. A syringe pump system has been 

used to supply an automatic process for flow control of medication. We have presented a 

device that injects certain amount of cc of drug into the patient in a prescribed time. 

In the future research, one could try to use the classifier decision output and design 

embedded on real-time system for treatment purposes, along controlling pump medication 

to restore the cerebral blood flow to its normal state. It would be desirable to develop an 

algorithm for CV prediction before it happens.  
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