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DRIVE-BY BRIDGE MONITORING AND DAMAGE DETECTION 

 

CHENGJUN TAN 

 

CIVIL CONSTRUCTION AND ENVIROMENT ENGINEERING 

 

ABSTRACT  

 

Bridges are key components of the transportation network, and their safety is 

essential to maintain effective and safe operation of the transportation facilities. To 

maintain the structural integrity of the bridges, it is essential to estimate the extent and 

location of the structural damage through periodic monitoring. Therefore, there is 

considerable interest in bridge damage detection and considerable progress has been made 

in recent years. The traditional bridge health monitoring requires many sensors installed 

on the bridge to collect vibration data for damage assessment, which is expensive, time-

consuming, and even dangerous in-site. Compared with traditional ways, the concept of 

indirect measurement has received increasing attention. One can extract bridge dynamic 

properties from the responses of a passing vehicle, which is known as ‘drive-by’ inspection. 

This indirect measurement way shows many advantages of effectiveness, economic, and 

safety, etc. However, in most cases, the bridge dynamic properties information contained 

by measured vehicle responses is too faint to be extracted, or contaminated by noises.  

To solve it, this dissertation develops algorithms to improve the performance in 

‘drive-by’ inspection, based on robust signal processing tools such as wavelet transform 

and Hilbert transform. Because of its sensitivity to signal discontinuity, wavelet analysis 

has been frequently used to detect structural damage. Hilbert transform associated with 
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band-pass filter can extract information of bridge damping or mode shapes from a passing 

vehicle acceleration.   

With the rapid development of technology, the performance of unmanned aerial 

vehicles (UAVs) has been exceedingly improved including its battery life and wireless 

communication. It gains wide application for many fields including bridge health 

monitoring. UAVs allow remote imaging which can be used for bridges visual inspection, 

especially for where a man cannot reach. In addition, UAVs have many other functions of 

wireless charging sensor installed on the bridges, data transmission with sensors (on the 

bridges) and cloud, and working as fly-sensor. This dissertation takes the advantages of 

‘drive-by’, UAVs techniques and others to present a ‘fly-by’ bridge monitoring system, 

which is designed to monitor the bridge’s health, controls the loads imposed on bridges by 

heavy trucks, and provides visual inspectors with quantitative information. 

 

 

Keywords: damage detection, drive-by, bridge health monitoring, deep learning, 

unmanned aerial vehicle (UAV), signal processing 
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INTRODUCTION 

 

Problem Statement 

Bridges are an integrated part of the transportation network and represents the most 

expensive elements of this network. The cost of repairing faults in a large structure once 

the fault starts to approach criticality, is enormous. If damage is prevented at an early stage, 

maintenance works will be carried out in a planned way and before the bridge can become 

damaged beyond repair (Uddin et al. 2004, 2006). However, without monitoring, there is 

no easy way to predict how infrastructure will deteriorate over time.  

Traditionally, visual inspection is regarded as one of the most common methods to 

inspect bridges, however, it only provides a qualitative measure of the bridge health index 

(Malekjafarian, McGetrick, and Obrien 2015). In addition, the human factor reduces the 

credibility of the method, where a number of bridges collapsed catastrophically, whereas, 

however, they had been visually inspected just before the disaster. Infrastructure needs to 

be more ‘smarter’, i.e., to incorporate more sensors and algorithms that will monitor its 

condition and communicate this information to the infrastructure manager. 

The last decades, Structural Health Monitoring (SHM) technologies, which rely on 

automatic detection of anomalous structural behavior, have evolved dramatically. There 

are four distinguish levels of SHM (Carden 2004, Rytter 1993) 1) Identify whether the 

damage exists, 2) Locate the damage, 3) Determine the damage level and 4) calculate the 

remaining service life of the structure. Conventional SHM methods require a large number 

of sensors on the structure, which is called as direct approach of SHM. This approach is 
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expensive, time-consuming, and even dangerous, limiting the expansion of the approach 

to a large number of bridges (Malekjafarian, McGetrick, and Obrien 2015). 

Recently, the idea of an indirect approach, or what has been known as “drive-by” 

bridge inspection, are based on extracting the dynamic properties of the bridge structures 

from the dynamic response of a passing vehicle over the bridge, which is first proposed by 

(Yang and Chang 2009, Yang, Lin, and Yau 2004). To some extents, it has demonstrated 

that “drive-by” bridge inspection system gives a better screening for the bridge degrees of 

freedom than the direct measurements from an installed sensors on the bridge structure. 

Compared with the direct methods, the indirect methods show many advantages in term of 

equipment need, specialist personnel on-site, economy, simplicity, efficiency, and mobility 

(Malekjafarian, McGetrick, and Obrien 2015). However, there is no doubt that the indirect 

approach is more difficult to assess the bridge structural condition and detect the structure 

damage effectively and practically. Current research efforts on drive-by monitoring 

systems with an efficacy still remain to be demonstrated in the field.  

In nowadays mature and commercial SHM system, as a consequence of continuous 

monitoring of structural health, the monitoring systems generate vast quantities of sensor 

measurements that must be processed to assess the current state of the structural health. 

Due to continuous monitoring, extremely large volume of data accumulates in a short 

period of time, e.g., a single sensor channel sampled at 200 Hz generates 34 MB of data in 

one day or 12.6 GB of data in one year. The sensor data processing problem is exacerbated 

by the fact that infrastructure owners already have a burden of large inventory of structures 

requiring SHM technologies let alone the data processing in a traditional way. Another 

challenge is the requirement of a continuous power supply on every bridge in the network. 
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While this is feasible for larger structures, it constitutes a prohibitive cost for the smaller 

bridges that make up more than 90% of the total stock. It also gets around with very 

expensive road closures with associated extra staffs, hiring of raised platforms and other 

equipment, costly installation of power supplies and mobile network towers in remote no-

network-coverage bridge sites, etc. Moreover, the SHM systems are only telling half of the 

story. A road bridge is only safe if the stresses caused by the passing traffic are less than 

the capacity of the bridge. The solution to the bridge safety problem is, therefore, two-fold: 

control of overloaded trucks, and safety assessment/monitoring of bridges and their loads.  

 

 

Figure 1. Fly-by bridge monitoring system concept 

 

 

Proposed Solution 

This dissertation will introduce a newly innovative cyber-physical system called 

“Mobile Automated Rovers Fly-by” to monitor the health of highway bridges, control the 



4 
 

loads imposed on bridges by heavy trucks, and provide visual inspectors with quantitative 

information for data-driven bridge health assessments.   

The “fly-by” bridge monitoring system can be considered as combining “drive-by” 

bridge monitoring system and traditional bridge SHM system. In compassion to two 

previous system, the main difference is that the “fly-by” bridge monitoring system utilizes 

small unmanned aerial vehicle (drones) to collect all of numerical data from sensors 

installed on bridge structure or inspection vehicle, which is the core of that. As a result, the 

infrastructure manager can dominate inspection time to automatically monitor bridge 

serving condition and save a ton of electric power. In addition, bridge weigh in motion 

(BWIM) system will be embedded into “fly-by” bridge monitoring system that can be 

better manage traffic flow of highway road network and control load of heavy trucks. 

  As shown in Figure 1, a damage detection “drive-by” vehicle will be equipped 

with a swarm of small drones, a large size drone, drone charging and communication pads, 

vehicle mounted sensors (e.g. accelerometers) and on-board computers, wireless antenna, 

etc. for continuous bridge network monitoring, inspection, assessment, and control of 

traffic flow, and to avert potential threats of impending failures of transportation network, 

and catastrophes of the nation’s trade and commerce.  

Specifically, intelligent collaborative teams (herein simply referred to as swarms of 

“Mosquito Drones”) of small-drones equipped with lightweight navigation, imaging, and 

other sensors can be harmonized on one platform, and utilized effectively to collect sensor 

data and 3D image on the fly, and inform about the health of essential transportation 

components within the highway bridge network. Next, the inspection by swarms of 

“Mosquito Drones” will be followed by a large size drone called “Imaging Drone”, which 
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can be perched and deployed upon identification of a threshold (user defined trigger of 

movement for example) by the “Mosquito Drones”, along with crews to offer 

unprecedented promise to support detail investigation based on systems’ requirements. 

Furthermore, infrared (IR) cameras will be incorporated in larger “imaging drones” for 

inspection and detection of delamination of concrete bridges even before it becomes visible 

to the human eye. 

Wireless charging is one of the main challenges in “fly-by” bridge monitoring 

system.  To overcome the long time working, drones employed in this system obtain power 

from the inspection vehicle or nearby national grid lines using wireless charging technique. 

Meanwhile drones need to charge and wake up sensors installed on bridge using wireless 

charging technique. Another main challenges is that the collected numerical data used to 

analysis is low quality “data bursts” because of the operational roadway speeds leading to 

short time of vehicle and bridge interaction and the use of limited number of sensor 

channels.  

There are numbers of data resources and corresponding algorithms of damage 

detection in “fly-by” bridge monitoring system. Detected algorithms based on short data 

burst from sensors installed on bridges are main approaches. “Drive-by” and BWIM are 

alternative/complementary approaches to “fly-by” monitoring but shares the advantage of 

requiring no mains electrical power source on the bridge. On the other hand, the image 

processing techniques can give more accurate information of detailed damage 

quantification.   
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Figure 2. Drone attached to wall or celling  

 

Nowadays, the performance of unmanned aerial vehicles (UAVs) has been 

exceedingly improved including its battery life and wireless communication. These 

techniques further promote the feasibility and effectiveness of the “fly-by” bridge 

monitoring system. In addition, UAVs can attach to walls and ceiling as Figure 2. The 

build-in sensor with wireless communication makes a drone as a fly-sensor. It can collect 

some data from the bridges where a man can’t reach or there are no pre-installed sensors.  

Furthermore, image processing gains a breakthrough revolution driven by the 

convolutional neural network (CNN). The image classification and object detection (from 

images or videos) have been improved exceedingly with computer visual. The 

development of other hardware facilities leads to achieving a high level of effectiveness 

and accuracy in object detection from images or videos. These application technologies are 

able to promote the “fly-by” bridge monitoring system developing an automatic and real-

time defect detector, based on the remoting images of UAVs. For instance, a special trained 

model can automatically detect bridge surface cracks, corrosion and connections defect. 
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However, this special trained model requires a large number of database to learn the object 

characteristics.  

This dissertation proposes some algorithms to improve extracting bridge dynamic 

properties and detecting bridge damage. These algorithms are suitable for either direct 

measurement or indirect measurement, represented by sensors installed on the bridges (or 

fly-sensors) and “drive-by” inspection respectively. These algorithms are verified by 

theoretical analysis and numerical simulation.  Some of them are further verified by lab 

experiments. In addition,  this dissertation develops an effective and fast automatic crack 

detector based on Mask  R-CNN, which can suppress noises efficiently by learning inherent 

feature of cracks from a ‘very deep’ CNN. Comparing to only CNN based method working 

on small batch of images, it can detect the crack of images in a global view providing a 

bound box for the crack exist and location. Moreover, This Mask R-CNN based crack 

detector outputs mask for predicted cracks simultaneously displaying the shape of cracks. 
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“DRIVE-BY’’ BRIDGE FREQUENCY BASED MONITORING UTILIZING 

WAVELET TRANSFORM 

 

Abstract 

In recent years, the concept of bridge monitoring using indirect measurements from 

a passing vehicle has been rapidly developed. This concept is known as “Drive-by Bridge 

inspection”. Most of the methods proposed under this approach utilize the dynamic 

characteristics of the bridge as an indicator of damage, such as the natural frequency of the 

bridge. The natural frequency is often estimated using Fast Fourier Transform (FFT). 

However, FFT has a low frequency resolution at the condition of higher velocity of passing 

vehicle, therefore it is not appropriate to be used to monitor the frequency change caused 

by the degradation of the bridge structural integrity. This paper introduces a new frequency 

identification techniques based on wavelet analysis. Wavelet transform is characterized by 

its high-frequency resolution and can, therefore, be used to visualize the bridge damage 

represented as changing the fundamental frequency of the bridge. The paper will 

implement this approach using an implicit Vehicle-Bridge Interaction (VBI) algorithm to 

simulate the passage of the instrumented vehicle over the bridge. The acceleration signals 

are then processed using wavelet analysis to extract the bridge frequency. In addition, the 

study will investigate the use of a subtracted signal from a two consecutive axles. The later 

point has the advantage of substantially removing the effect of the road roughness from the 

recorded accleration history. 
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1. Introduction 

The structural integrity of bridges, as the main component of transport 

infrastructure, is an integral part of the safety of transport facilities. However, bridges are 

subject to continuous degradation due to environmental impacts and an excessive increase 

in the weight of traffic over time. Therefore, bridge structures require continuous 

monitoring to ensure maintenance and hence their structural integrity. Traditionally, visual 

inspection is regarded as one of the most common methods to inspect bridges, however, it 

only provides a qualitative measure of the bridge health index [1]. In addition, the human 

factor reduces the credibility of the method, where a number of bridges collapsed 

catastrophically, whereas, however, they had been visually inspected just before the 

disaster. Thus, Chupanit and Phromsorn [2] have suggested that visual inspection alone 

may not be sufficient to monitor the structural health of the bridges. Recently, Structural 

Health Monitoring (SHM) technologies, which rely on automatic detection of anomalous 

structural behavior, have evolved dramatically. There are four distinguish levels of SHM 

[3, 4]: 1) Identify whether the damage exists, 2) Locate the damage, 3) Determine the 

damage level and 4) calculate the remaining service life of the structure. Conventional 

SHM methods require a large number of sensors on the structure [4]. This approach is 

expensive, time-consuming, and even dangerous, limiting the expansion of the approach 

to a large number of bridges [1]. From another perspective, short and medium span bridges 
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represent a large portion of the bridge inventory of the road network, and conventional 

bridge health monitoring could not be used for the aforementioned drawbacks. From 

another perspective, a large number of medium to short bridges operate for several years, 

requiring an assessment of their current structural health condition, while this cannot be 

achieved using traditional monitoring techniques due to the aforementioned obstacles [1]. 

Thus, there is a necessity to find a less expensive SHM method that could be applied to a 

broad number of bridges. 

The idea of an indirect approach, or what has been known as ‘drive-by bridge 

inspection’, are based on extracting the dynamic properties of the bridge structures from 

the dynamic response of a passing vehicle over the bridge, which is first proposed by Yang 

et. al [5, 6]. The authors adopted a fast Fourier transforms (FFT) to find the bridge 

frequency from dynamic response of passing vehicle. It is shown that the vehicle response 

is dominated by four specific frequencies: the vehicle frequency, driving frequency of the 

moving vehicle and two shifted frequencies of the bridge. The feasibility of such indirect 

method in practice has been experimentally verified by Yang and Chang [7] and Lin and 

Yang [8] via passing an instrumented vehicle over a bridge. Yang, Li and Chang [9] 

constructed bridge modal shapes successfully from a passing vehicle by employing Hilbert 

Transform combined with band-filter technical, and pointed out that the indirect 

measurements from the inspection vehicle, give a better screening for the bridge degrees 

of freedom than the direct measurements from an installed sensor on the bridge structure. 

Yang and Chang [7] decomposed acceleration history of a passing instrumented 

vehicle with the empirical mode decomposition (EMD) to generate the intrinsic mode 

functions (IMFs). Then generated IMFs were adopted by FFT to successfully extract bridge 
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natural frequencies of higher modes, instead of the original recorded response. Lin and 

Yang [8] used a two-wheel cart towed by a light truck to extract the fundamental frequency 

of the bridge. In this truck-cart system, truck acts as an exciter for the bridge, while 

accelerometers are installed in the cart making it function as a receiver for bridge responses. 

It has been proven that the bridge frequencies can be successfully deduced from the 

acceleration histories of the cart utilizing FFT. 

Since the concept of the drive-by bridge inspection emerged, many studies have 

been conducted to investigate the limits of the approach [7, 8, 10-15]. Yang, Lin and Yau 

[5] showed that higher speeds provide higher visibility of the bridge frequency in the 

vehicle’s acceleration spectrum. This study has been carried out assuming a smooth road 

profile. By contrast, recent research has revealed that when road roughness is taken into 

account, vehicle responses dominate the acceleration spectrum, and the bridge frequency 

cannot be extracted in this case [16]. Therefore, Lin and Yang [8], Fujino, Kitagawa, 

Furukawa and Ishii [17] pointed out that lower vehicle speeds provides the best accuracy 

for estimating the bridge frequency, due to higher spectral resolution and the smaller 

impact of the road surface profile on the vehicle responses.  

Wavelet transform is a robust signal-processing tool, characterized by its sensitivity 

to the discontinuities in the signal. Therefore, it has the ability to localize bridge damage. 

Khorram, Bakhtiari-Nejad and Rezaeian [18] employed a wavelet based damge detection 

approach to estimate the location of damage in a numerical simulation beam subjected to 

a moving force. They use a moving sensor that calculates the displacement under the 

passing load. Using the sensor readings they computed the Continuous Wavelet Transform 

(CWT). The results revealed that highest magnitude of a CWT coefficient occurred at the 



14 
 

exact location of the crack. The value of the highest magnitude of the CWT is directly 

correlated to the extent of the damage, and hence it can be considered an indicator of 

damage. Moreover, the study found that the moving sensor is superior to the fixed sensor, 

in terms of localization of damage. In another application of wavelet transformations in the 

localization of damage, Poudel, Fu and Ye [19] and Shahsavari, Bastien, Chouinard and 

Clément [20] have theoretically localized structural damage in the bridge by employing the 

wavelet transform with mode shape difference function.  

Nguyen and Tran [21] introduced multi-cracks detection in the bridge structure 

based on wavelet transform, using theoretical VBI model. A moving vehicle will observe 

small distortions in the vibration responses at the crack locations. The authors used the 

wavelet transform to effectively find these small distortions so as to identify the crack 

location. McGetrick and Kim [22] employed the wavelet transforms to identify and localize 

the bridge damage, by harnessing a passing vehicle responses. The approach has been 

explored using theoretical VBI model and utilizing scaled laboratory test. The effect of 

bridge span length, vehicle mass, vehicle velocity, damage size or level to road surface 

roughness on the accuracy of results were investigated.  

In this study, wavelet transform is applied to vehicle responses to detect the drop in 

the bridge natural frequency due to structural damage. The drop of the natural frequency 

will be used as an index to reflect the extent of the bridge damage. The study will be carried 

out using an implicit VBI algorithm to simulate the passage of the instrumented vehicle 

over the bridge. The vehicle acceleration are recorded and analyzed to quantify the drop in 

the bridge frequency due to damage, if exist. In addition, the study will investigate the use 

of a subtracted signal from a two consecutive axles to extract the bridge frequency in order 
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to substantially remove the effect of the road roughness from the recorded accleration 

history.  

 

 

Fig. 1 Mexican hat wavelet functions 

 

 

2. Wavelet Theory 

In 1982, Jean Morlet coined the idea of the wavelet transform [23]. Mathematically, 

the idea behind wavelet analysis is to express or to approximate a signal or function by a 

family of functions constructed from dilatations and translations of a single function called 

the base wavelet [24, 25]. Hence, wavelet transform is similar to the Fourier transform (FT) 

that uses a series of cosine functions to approximate the objective signal. When applying 

FT to a signal, it defines the different frequencies contained by the signal with no clue 

about the time domain properties of the signal. In other words, FT only works as a signal-

converting tool from time domain to frequency domain. On the other hand, wavelet method 

transforms the signal into time-frequency domain. This means that, performing wavelet 

transforms, a signal is shown in the frequency domain while retaining the time domain 
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characteristics of the signal. Thus, the approach has a strong potential to identify localized 

change in bridge properties from a short data recorded from a passing vehicle.  

 

2.1 Continuous Wavelet Transform 

The continuous wavelet transform is defined as follows:  

𝑊𝑇(𝑎, 𝑏) = ∫ 𝑓(𝑡)
+∞

−∞

1

√𝑎
𝛹 (

𝑡 − 𝑎

𝑎
) 𝑑𝑡  𝑎𝜖𝑅+, 𝑏𝜖𝑅      (1) 

Where WT(a,b) is the complex wavelet coefficients or wavelet transform; a and b are real 

scale and translation-parameters. 𝛹𝑎,𝑏(𝑡) denotes the conjugate of the complex mother 

wavelet function which satisfies the properties of ∫ 𝛹(𝑡)𝑑𝑡 = 0
+∞

−∞
and ∫ |𝛹(𝑡)𝑑𝑡|

+∞

−∞
< ∞. 

For example, Mexican hat (‘Mexh’) wavelet as shown in Fig. 1 is one of the most popular 

mother wavelet functions and its mathematical expression is: 

𝛹(𝑡) = (1 − 𝑡2)𝑒
−𝑡2

2  
 

  (2)
 

When continuous wavelet transform is applied to the objective signal, it returns a 

series of wavelet coefficient at each scale in the time domain. The scales are correlated to 

the signal frequencies. A high value for the scale implies having a stretched wavelet, and 

hence a low-frequency content. In contrast, a low value for the scale implies having a high-

frequency content. The mathematical relationship between scale and frequency is defined 

as follows: 

𝐹𝑆 =
𝐹𝐶

𝑎∆
                                                                              (3)  

Where FS is a pseudo-frequency that correspond to scale a in Hz, FC is the central 

frequency of the wavelet in Hz (central frequency refers to the frequency of a periodic 
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signal that most closely resembles the wavelet), a is the scale of the wavelet, and Δ is the 

sampling period of the signal. For the Mexican hat wavelet, FC=0.25 Hz. 

 

2.2 Wavelet energy coefficient 

The energy content of the signal is a unique measure for the signal. Similarly, the 

energy content of a signal can be calculated from its wavelet coefficients and its 

mathematical expression is:  

𝐸𝑒𝑛𝑒𝑟𝑔𝑦 = ∑ ∑ |𝑊𝑇(𝑎, 𝑏)|2
𝑏𝑎                                                    (4)  

Eq.4 indicates that the energy associated with each particular scaling parameter a 

is expressed as: 

𝐸𝑒𝑛𝑒𝑟𝑔𝑦 = ∑ |𝑊𝑇(𝑎, 𝑏)|2𝑁
𝑏                                                         (5)

 

 

Where N is the number of wavelet coefficients and WT(a,b) represents the wavelet 

coefficients at scale a.  

 

Table 1 Vehicle and bridge properties  

Vehicle properties Bridge properties 

ms 14000 kg Span 15m 

ks 200 kN/m Density 4800kg/m3 

cs 10 kN s/m Width 4 m 

ma 1000 kg Depth 0.8m 

ka 2750 kN/m Modulus 2.75×1010 N/m2 

 

 

For the objective signal, if a major frequency component corresponding to a 

particular scale ‘s’ exists, then its wavelet energy coefficients at that scale will have 
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relatively high magnitudes at the time when this major frequency component occurs [26]. 

As a result, the energy plot will point out to the dominating frequencies in the signal. This 

is why the wavelet analysis could be used to extract the bridge frequency from the dynamic 

response of a passing vehicle, where the frequency components at the bridge frequencies 

are expected to show a high energy magnitude in the scale plot.  

 

 

3. Extracting Bridge Frequency from Numerical VBI Model 

 

3.1 Vehicle Bridge Interaction (VBI) Modeling 

This section describes the VBI model employed to simulate the response of the 

bridge structure under the moving vehicle. The road surface profile is not considered in 

this simulation. At first, the vehicle is modeled as a quarter-car model crossing a 20-m 

approach distance followed by a 15-m simply supported finite element (FE) bridge (Fig. 

2). The quarter-car travels with constant speed. The vehicle masses are represented by a 

sprung mass, ms, and un-sprung mass, ma represents the vehicle axle mass and body mass 

respectively. The Degrees of Freedoms (DOFs) that correspond to the bouncing of the 

sprung and the axle masses are, us, and ua, respectively. The properties of the quarter-car 

and the bridge are listed in Table 1 and based upon the work of Cebon [27] and Harris, 

OBrien and González [28]. The dynamic interaction between the vehicle and the bridge is 

implemented in MATLAB [29, 30]. Unless otherwise mentioned, the used scanning 

frequency is 1000 Hz. The first natural frequency of bridge, fb is 3.86Hz. The vehicle 

frequencies are 0.58Hz and 8.65Hz respectively.  
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Fig. 2 The quarter car and bridge model 

 

3.2 Identifying Bridge Frequency using the vehicle responses 

 

 

Fig. 3 The vehicle acceleration response 

 

Fig. 3 illustrates the vehicle axle acceleration response for the VBI model 

mentioned above, where the vehicle velocity is 2m/s. The x-axis shows the normalized 

position of the vehicle axle on the bridge with respect to the bridge length (L) (0 and 1 

when the axle is at the start and at the end of the bridge, respectively). Yang et. al [5, 6] 

have proved that the acceleration history of a crossing vehicle over a bridge contains the 

bridge frequency components, therefore the bridge frequency could be extracted after 
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applying FFT to the signal. Fig. 4 (b) illustrates the spectrum of the recorded acceleration 

showing a distinctive peak associated with the fundamental frequency of the bridge (3.87 

Hz). In addition, the spectrum of Fig. 4 (a) shows the driving frequency extracted as 0.13Hz 

(the theoretical driving frequency=v/L=0.13Hz).  

 

 

(a)                                                    (b) 

Fig. 4 Acceleration spectrum of vehicle acceleration history, (a) frequency from 0 to 

0.5Hz, (b) frequency from 0 to 20Hz  

 

 

Fig. 5 Percentage of energy for each wavelet coefficient 
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(a)                                                        (b) 

 

(c) 

Fig. 6 Wavelet energy coefficient distribution, (a) scale from 1 to 4000; (b) scale from 1 to 

200; (c) scale from 56 to 73 

 

The ‘Mexican hat’ mother wavelet function is used to employ wavelet transform to 

the vehicle signal, then the ‘scaleogram’ is plotted as shown in Fig. 5. This ‘scaleogram’ 

is a visual representation displays the result from wavelet transforms, which is equivalent 

to the spectrogram for wavelets. There are three axes: two mutually perpendicular axes 

with relative distance in horizontal axis and wavelet coefficient ‘a’ on the vertical axis, and 
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‘z’ represents the values of the relative energy ‘E’, which is expressed in the plot using 

colors. Fig. 5, shows a local increase in the absolute value of the wavelet coefficients 

between a =30 and a =110, with a dominating peak at approximately a =65.  

 

Table 2. Frequency identification at different velocity at span L=15m 

Velocity 

(m/s) 

Span (L=15m) Frequency is calculated by 

wavelet transform 

(Hz) 

Theoretical frequency 

(Hz) 

2 

3.86 

3.82 (-0.97%) 

4 3.84 (-0.51%) 

6 3.86 (0.00%) 

8 3.89 (0.88%) 

10 3.91 (1.36%) 

Note: () present the error between identified frequency and theoretical frequency 

 

Equation 5 is used to compute the energy of every scale ‘a’. The wavelet energy 

coefficient distribution at each scale, varying from 1 to 4000 with 0.1 increments is shown 

in Fig. 6 (a). This figure shows a sharp and a gentle peak in wavelet coefficient. Fig. 6 (b) 

shows this sharp increase between a =30 and a =110 as previously noted in Fig. 5. The 

peak after smoothing is found at a=65.4 (Fig. 6 (c)). The pseudo-frequency corresponding 

to a=65.4 is calculated using Equation 3 and found to be 3.82 Hz, which is close to the 

bridge frequency (3.86 Hz). Similarly, the peak of the gentle increase is found at a=1860 

corresponding to frequency of 0.13Hz, which is represented by the driving frequency.  

There are a large number of commonly used mother wavelet functions. When 

applying different mother functions on the same objective signal, the results may changes. 
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In this paper, it has been found that not all of these base mother wavelet functions could be 

used to accurately identify the natural frequency of the bridge. Only can Mexican hat and 

‘bior2.2’ etc. provide the highest accuracy in extracting the bridge frequency from the 

vehicle responses. In this study, the Mexican hat wavelet will be used in the analysis of the 

acceleration signal, unless otherwise mentioned.  

 

 

(a)                                                           (b) 

 

(c) 

Fig. 7 Case study on span of 25m (a) the vehicle acceleration response at span=25m. (b) 

Acceleration spectrum. (c) Wavelet coefficient energy distribution at each scale. 
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Herein, the study will investigate the efficacy of the Wavelet Transform in 

extracting the bridge frequency for different speeds. In this part, different velocities (4m/s, 

6m/s, 8m/s and 10m/s) are investigated. All other VBI model parameters are kept the same.  

Utilizing the techniques discussed above, the bridge frequency are extracted for every 

speed using Wavelet Transform. The results are listed in Table 2. The identified bridge 

frequency based on wavelet transforms corresponds to a particular scale that has the highest 

energy. 

From Table 2, it is obvious that wavelet transform can give precise results (error 

less than 1.36%). The increase of vehicle velocity leads to the driving frequency increases. 

As a result, the peak of gentle increase indicating the driving frequency in wavelet energy 

coefficient distribution plot will shift to left. However, this shift movement has a slight 

influence on the peak of sharp increase indicating the bridge frequency in wavelet energy 

coefficient distribution. Study found that this sharp peak will shift to left slightly. 

Therefore, as it is shown in Table 2, the identified frequency of bridge increases with the 

increment of velocity.  

The approach has been applied for a 25-m span bridge, all other problem parameters 

are kept the same. The first and second theoretical natural frequency of the bridge (L=25m) 

are 1.39 Hz and 5.56 Hz respectively. Fig. 7 shows the original crossing vehicle 

acceleration history at velocity 2m/s and the corresponding frequencies extracted using 

both wavelet-based approach and FFT approach.   

Fig. 7 (b) demonstrates frequencies extracted using FFT where the spectrum is 

dominated by first three main frequencies. Based on the work of Yang, Lin and Yau [5], 

[13, 31], f1 (=0.08 Hz) corresponds to the driving frequency of the vehicle, f2 (=1.36 Hz) 
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presents the 1st natural frequency for the bridge, f3 (=5.60 Hz) are the second fundamental 

bridge frequency.  

 

Table 3. Frequency identification at different velocity at span L=25m 

Velocity 

(m/s) 

Span (L=25m) Frequencies are calculated by 

wavelet transform (Hz) Theoretical frequency 

(Hz) 1st 2rd 

2 

1st =1.39 

2rd =5.56 

1.38(-0.52%) 5.33(-4.13%) 

4 1.39(0.00%) 5.34(-3.92%) 

6 1.41(1.10%) 5.35(-3.72%) 

8 1.42(2.16%) 5.41(-2.68%) 

10 1.43(2.95%) 5.45(-2.04%) 

Note: () presents the error between identified frequency and theoretical frequency.  

 

 

Similarly, Fig. 7 (c) shows extracted frequencies using the presented wavelet 

approach. It illustrates two peaks at scale a1 (=46.9) and a2 (=180.8) respectively, which 

refer to 5.33 Hz and 1.38 Hz. These frequencies shows a proper agreement with the bridge 

frequencies. The process has been repeated for different speeds, and the results are listed 

in Table 3.  

 

 

4. Bridge Damage Identification Using Measurements from a Passing Vehicle 

In this section, the change in the bridge frequency is used as a damage index to 

quantify the damage in the bridge. Damage is modeled using Sinha, Friswell and Edwards 
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[32] damage model, where the damage is assumed to be extended over a region of three 

times the beam depth. In this affected area, the element stiffness varies from the minimum 

values at the crack location to full stiffness at the end of the damaged area. The level of 

damage is defined as ratio of the depth of the crack to the depth of the intact bridge. For 

example, if the damage level is 0.6 (or 60%), it means that the crack depth is 0.48 meters 

for a 0.8-meter deep bridge. 

The FFT method is due to the low frequency resolution associated with higher 

vehicle speeds. Therefore, and for the same reason, FFT cannot be used to monitor the 

bridge frequency drop due to structural damage. That the frequency step will not pick up 

the minor changes happened to the bridge frequency due to structural damage. Therefore, 

the next section will focus on using the Wavelet Transform to track the change in the bridge 

frequency due the existence of structural damage. 

Fig. 8 shows the identified frequencies using wavelet analysis approach for 

different velocities. The damage located at the middle of the bridge. The bridge is modeled 

four times, one as an intact bridge, and other three cases of different damage levels (e.g. 

20%, 40% and 60%). As it is shown, with the increment of damage level, the theoretical 

frequencies of bridge decrease (fTI> fTD1> fTD2> fTD3). At the same time, the identified 

frequencies of damaged bridge decrease as well (fII> fID1> fID2> fID3). In this figure, the 

identified results and their theoretical ones matched very well (errors less than1.36%). It is 

worth to notice that the identified results at the different damage levels are parallel to that 

at with intact bridge. In other words, the driving frequency will have the same effect on 

intact bridge or damaged bridge. That means that the identified drop frequency of bridge 
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is very close to the theoretical one. These identified drop frequency indicates the damage 

exist and can be used to quantify the structural integrity of the bridge. 

 

 

Fig. 8 Frequency identification of bridge at different velocities with wavelet analysis (Note: 

fTI presents the 1st theoretical frequency of the intact bridge; fTD1 presents the 1st theoretical 

frequency of the damaged bridge at level 0.2; fTD2 presents the 1st theoretical frequency of 

the damaged bridge at level 0.4; fTD3 presents the 1st theoretical frequency of the damaged 

bridge at level 0.6; fII presents the 1st identified frequency of the intact bridge; fID1 presents 

the 1st identified frequency of the damaged bridge at level 0.2; fID2 presents the 1st identified 

frequency of the damaged bridge at level 0.4; fID3 presents the 1st identified frequency of 

the damaged bridge at level 0.6.) 

 

The same process has been repeated for the 25-m bridge. The damage is set at 0.4L 

with damage level 0.2 and 0.5 respectively. The first two natural frequency of bridge is 

extracted for different vehicle speeds, and the results are illustrated in Fig. 9 and Fig. 10 
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respectively. As it is shown, the 1st frequency drop due to the structural damage is very 

slight (fTI-fTD1=0.02Hz; fTD1-fTD2=0.02Hz). Compared to the 1st frequency, the 2nd 

frequency showed to be more sensitive to bridge damage.  

From the Fig. 9 and Fig. 10, it is obvious that the identified frequencies of the 2nd 

mode is worse than the 1st mode. The errors between identified result and theoretical one 

are less than 4.33% in Fig. 9, while errors in Fig. 10 are less than 7.73%. Similarly, the 

driving frequency will influence the identified results. However, as it is shown, it also 

shows the same effect on the intact and damaged bridge.  

 

 

Fig. 9 1st natural frequency of bridge identification with wavelet analysis (Note: fTI presents 

the 1st theoretical frequency of intact bridge; fTD1 presents the 1st theoretical frequency of 

damaged bridge at level 0.2; fTD2 presents the 1st theoretical frequency of damaged bridge 

at level 0.5; fII presents the 1st identified frequency of intact bridge; fID1 presents the 1st 

identified frequency of damaged bridge at level 0.2; fID2 presents the 1st identified 

frequency of damaged bridge at level 0.5) 

 

2 4 6 8 10

1.34

1.36

1.38

1.4

1.42

1.44

Velocity(m/s)

F
re

q
u
e
n
c
y
(H

z
)

 

 

f
TI

f
TD1

f
TD2

 

 

f
II

f
ID1

f
ID2



29 
 

In summary, the identified frequency of bridge shows a drop in its magnitude due 

to structural damage. Even though there might be a great error between the extracted and 

the exact frequencies. Therefore, the proposed approach can be used to quantify the 

existence of damage ‘Level I SHM’ using indirect measurements from an inspection truck.  

 

 

Fig. 10 2nd natural frequency of bridge identification with wavelet analysis (Note: fTI 

presents the 2nd theoretical frequency of intact bridge; fTD1 presents the 2nd theoretical 

frequency of damaged bridge at level 0.2; fTD2 presents the 2nd theoretical frequency of 

damaged bridge at level 0.5; fII presents the 2nd identified frequency of intact bridge; fID1 

presents the 2nd identified frequency of damaged bridge at level 0.2; fID2 presents the 2nd 

identified frequency of damaged bridge at level 0.5) 
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uaR, uaF. The vehicle body mass is represented by the sprung mass, ms and its moment of 

inertia is represented as, Is. The vehicle body is connected to axles through a combination 

of linear springs have stiffness of kR or kF and viscous dampers with damping coefficient, 

CR or CF. The vehicle axles have maR and maF masses, the axle masses are connected to the 

ground with a springs have kT stiffness. D1 and D2 represent the distance of each axle to 

the center of gravity of the vehicle. The vehicle properties are listed in Table 4. The first 

two vibration frequencies of the vehicle are 0.61Hz, 1.02Hz, 8.80Hz, and 8,84Hz.  

 

 

Fig. 11 Half-car model 

 

In this part, the road has a roughness class ‘A’ defined using ISO-8608 [33]. Due 

to the presence of the road roughness in the problem, the profile excites the vehicle more 

than the bridge do and hence the vehicle frequencies domain the frequency spectrum. 

Neither wavelet nor FFT could obtain accuracy result for the bridge frequency. To reduce 

the road roughness effect, the concept of subtracting the axle acceleration signal is adopted 

[34]. Herein the acceleration of the rear axle is subtracted from the acceleration of the front 

axle after shifting the rear axle signal with an interval equal to the time spent by the rear 
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axle to reach the front axle position. Before processing the concept of subtracting, each 

collected axle acceleration response is added noisy signal. The subtracted signal is then 

processed using the wavelet approach presented in this paper. When the velocity is 2 m/s, 

the front and rear axle signals added with 90db noisy signal are presented in Fig. 12 while 

the subtracted signal is shown in Fig. 13 (a). The introduced wavelet procedure is applied 

to the subtracted signal, the wavelet energy coefficient is illustrated in Fig. 13 (b).  

 

Table 4. Parameters of half vehicle model 

Vehicle properties 

ms 16600 kg Is 95765 kg m2 

kR 400 kN/m kF 400 kN/m 

cR 8 kN s/m cF 8 kN s/m 

maR 700 kg maF 700 kg 

kT 1750 kN/m kF 1750 kN/m 

D2 1.05m D1 1.95m 

 

 

Similar to the quarter-car model, a clear sharp peak is observed at scale of a1 = 65.5 

and the corresponding frequency is 3.82 Hz. Another gentle peak is observed at scale 

a2=405.0 corresponding to frequency of 0.62Hz, which is represented by the first 

frequency of vehicle. Noisy signal effect on this subtracting concept has been investigated 

and the result are listed on Table 5. As it is shown, until intensity of noisy signal to be 

20db, the difference response with wavelet transform shows a precise identified frequency 

of bridge. 
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(a)                                   (b) 

Fig. 12 Acceleration responses (a) front axle acceleration response. (b) Rear axle 

acceleration response   

 

   

(a)                                                            (b) 

Fig. 13 Case study result  (a) difference response from two axles; (b) its wavelet 

coefficient energy distribution of each scale 
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Table 5. Frequency identification at different intensity of noisy signal  

Intensity of noisy signal 

Span (L=15m) Frequency is calculated by 

Wavelet transform 

(Hz) 

Theoretical frequency 

(Hz) 

db80 

3.86 

3.82(-1.03%) 

db70 3.82(-1.03%) 

db60 3.82(-1.03%) 

db50 3.82(-1.03%) 

db40 3.82(-1.03%) 

db30 3.82(-1.03%) 

db20 3.31(-14.19%) 

 

 

 

Although road roughness is one of main challenges in “drive-by” monitoring 

system, the concept of subtracting signals from identical axles is an effective way to 

decrease its effect or even remove it. Here Fig. 14 shows the identified frequencies of the 

bridge for different damage levels for a velocity of 2m/s considering the intensity of noisy 

signal at 40db, comparing to their corresponding theoretical frequencies. In this case, the 

damage is simulated at mid-span. As it is shown, the identified frequencies of bridge are 

very close to their theoretical frequencies (errors less than -1.53%). In addition, with the 

increment of damage level, both of identified frequency and theoretical frequencies 

decrease. 
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Fig. 14 Bridge frequency identification at different damage level with velocity of 2m/s 

(Note: fT presents the theoretical frequency of intact bridge or damaged bridge; fI presents 

the identified frequency of intact bridge or damaged bridge; damage level 0 means intact 

bridge) 

 

 

CONCLUSIONS 

This paper introduces a new method to extract the natural frequency of bridge from 

indirect measurements of a passing vehicle, based on wavelet analysis. In compare with 

FFT, the proposed approach is not restricted to the frequency resolution. The approach has 

been extended to point out to the frequency drop due to the structural damage. The 

extracted bridge frequencies using the proposed wavelet approach show a drop in its 

magnitude as the damage extent increases. However, the value of the extracted frequency 

did not show a good agreement with the theoretical bridge frequency. In contrast, FFT did 

not show any evidence for damage in the acceleration spectrum. The same results have 

been found for higher modes of vibrations (2nd mode). The paper examined the sensitivity 

of the proposed approach to road roughness profile. In this regard, a Half-Car model with 
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two axles has been utilized, and the signal of the axles have been subtracted with time lag 

to damp out the road roughness effect on the recorded signal. The subtracted acceleration 

has been processed using the proposed method and the results shows good agreement 

between the extracted and theoretical bridge frequencies. The approach has strong potential 

to provide a quick estimation for the bridge health condition.  
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HILBERT TRANSFORM BASED APPROACH TO IMPROVE EXTRACTION OF 

“DRIVE-BY” BRIDGE FREQUENCY 

 

Abstract 

Recently, the concept of “drive-by” bridge monitoring system using indirect 

measurements from a passing vehicle to extract key parameters of a bridge has been rapidly 

developed. As one of the most key parameters of a bridge, the natural frequency has been 

successfully extracted theoretically and in practice using indirect measurements. The 

frequency of bridge is generally calculated applying Fast Fourier Transform (FFT) directly. 

However, it has been demonstrated that with the increase in vehicle velocity, the estimated 

frequency resolution of FFT will be very low causing a great extracted error. Moreover, 

because of the low frequency resolution, it is hard to detect the frequency drop caused by 

any damages or degradation of the bridge structural integrity. This paper will introduce a 

new technique of bridge frequency extraction based on Hilbert Transform (HT) that is not 

restricted to frequency resolution and can, therefore, improve identification accuracy. In 

this paper, deriving from the vehicle response, the closed-form solution associated with 

bridge frequency removing the effect of vehicle velocity is discussed in the analytical 

study. Then a numerical Vehicle-Bridge Interaction (VBI) model with a quarter car model 

is adopted to demonstrate the proposed approach. Finally, factors that affect the proposed 

approach are studied, including vehicle velocity, signal noise, and road roughness profile.  

 

Keywords:  Hilbert Transform, bridge frequency, drive-by bridge inspection, bridge health 

monitoring, non-destructive evaluation; 
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1. INTRODUCTION 

 
Bridge structures are the intrinsic components of transportation infrastructure 

network. Nowadays these structures are increasingly subject to degradation due to aging, 

environment and overload. Periodic monitoring of bridge is, therefore essential to maintain 

strategy since it can provide early warning if the inspected bridge becomes unsafe. 

Traditionally, bridge maintenance has mostly relied to visual inspection approaches which 

are highly dependent on staff member experience and subjective determine. These 

approaches can only detect bridge damage when it is visible. A number of bridges collapsed 

catastrophically such as I-35W Mississippi River bridge, whereas, they had been visually 

inspected just before the disaster. Thus, Chupanit and Phromsorn (2012) suggested that the 

visual inspection alone may not be sufficient to assess the bridge health condition.  

The last decades, the bridge structural health monitoring (SHM) has developed 

dramatically which rely on the automatic detection of anomalous structural behavior. One 

of the most popular SHM approaches assess bridge condition via extracting dynamic 

properties of the bridge such as natural frequency, damping ratio, and mode shapes from 

dynamic response of structures for non-destructive damage assessment (Carden 2004, 

Malekjafarian, McGetrick et al. 2015). In these SHM systems using vibration data from 

the structure are referred to as the direct approach, which requires a larger number of 

sensors installed on bridge structures (Carden 2004). These SHM techniques have 

following drawbacks: expensive, time-consuming and even dangerous (Malekjafarian, 

McGetrick et al. 2015). From another perspective, the implementation of SHM for short 

and medium span bridges is not widespread, which represent a large portion of the bridge 
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inventory of the road network (Malekjafarian, McGetrick et al. 2015). Therefore, there is 

a necessity to find a less expensive SHM method that can be applied to a wide range of 

bridges. 

Recently, the indirect approach or what has been known as ‘drive-by bridge 

inspection’ is becoming an intriguing topic in the application of bridge SHM technique. 

This indirect approach extracts bridge dynamic properties from dynamic response of a 

passing vehicle over the bridge, which is first proposed by Yang and Lin (2005), Yang and 

Chang (2009). The authors derived a closed-form solution of vehicle response, where a 

vehicle is modeled as a sprung mass and a bridge as a simple support beam. It has shown 

that the vehicle response contains the vibration components dominated by the natural 

frequency of bridge, and that has been demonstrated by the numerical simulation with VBI 

model (Wang, Deng et al. 2016). The feasibility of extracting natural frequency of bridge 

from a passing vehicle in practice has been experimentally verified by Lin and Yang 

(2005), Yang and Chang (2009).   

Following the idea of the indirect approach, González, Obrien et al. (2012), 

Keenahan, Obrien et al. (2013) theoretically investigated the method of extracting related 

bridge damping from vehicle history. González, Obrien et al. (2012) pointed out that the 

damping value of bridge can be calculated by the minimum road profile estimation error 

from two axles with a half car model. Keenahan, Obrien et al. (2013) presented that the 

damping change in the bridge can be detected when the axle accelerations of the trailer are 

subtracted from one another. They pointed out that this method is more effective for 

monitoring damping in short bridges.  
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On the other hand, a number of methods for constructing mode shape of the bridge 

based on such indirect approach were proposed (Zhang, Wang et al. 2012, Malekjafarian 

and Obrien 2014, Oshima, Yamamoto et al. 2014, Yang, Li et al. 2014, Obrien and 

Malekjafarian 2016, Malekjafarian and Obrien 2017, Tan, Uddin et al. 2019). Yang, Li et 

al. (2014) theoretically constructed bridge modal shape from a passing vehicle over the 

bridge through applying HT combined with band-pass filter technique. They pointed out 

that such indirect measurements from the instrumented vehicle can provide a better 

screening for the bridge degrees of freedom (DOF) than the direct measurements from a 

sensor mounted on the bridge structure. Zhang, Wang et al. (2012) developed a simple 

approach to approximately extract bridge mode shape squares from the passing vehicle 

response and proposed a new damage index based on this extraction of mode shape, which 

is more sensitive to structural damage. The validity of this proposed method has been 

demonstrated by numerical simulations and simple experiments in the lab.  

Furthermore, signal processing tool such as wavelet transform and HT are 

increasingly applied on the “drive by” bridge SHM (Cunha, Caetano et al. , Yang and 

Chang 2009, Nguyen and Tran 2010, Hester and González 2012, Khorram, Bakhtiari-

Nejad et al. 2012, McGetrick and Kim 2013, Mahato, Teja et al. 2017, Obrien, 

Malekjafarian et al. 2017, Tan, Elhattab et al. 2017, Tan, Elhattab et al. 2017). On account 

of their high sensitivity for discontinuity of signal, they are mostly used to localize the 

structural damage location. In addition, HT can assist to extract higher mode frequency or 

modal shape of the bridge from the vehicle response.  

The natural frequency of bridges as one of the most basic vibration parameters 

reflecting bridges dynamic characteristic, it was constantly referred as a damage index to 
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estimate bridge condition (Deng and Cai 2009). In the application of tradition bridge SHM, 

a published review paper (Carden 2004) presented that there were 65 publications working 

on the detection of structural damage through frequency drops. However, rarely studies 

were focused on this point in the application of “drive-by” bridge SHM. One of the main 

reasons is that the higher vehicle velocity leads to short data of vehicle responses, resulting 

in low frequency resolution when applied with FFT. Consequently, the identification 

accuracy of bridge frequency is poor. Tan, Elhattab et al. (2017) developed a wavelet-based 

approach to identify bridge frequency without restricting to frequency resolution and can 

be used to detect the frequency drop caused by structural damage. However, it has shown 

that with the increase in vehicle velocity, the identification accuracy will decrease either. 

Studies have pointed out that the higher vehicle velocity has a strong negative influence on 

the recognition of bridge frequency in “drive-by” bridge SHM.  

This paper will introduce a new bridge frequency extracting approach from a 

passing vehicle based on HT combined with band-pass filter technique. At first, in order to 

highlight the dynamic VBI response, a closed-form solution of vehicle response is adopted 

in the analytical study. In this regard, the bridge is modeled as a simply supported beam 

and vehicle as a sprung mass. Deriving this closed-form solution with HT combined with 

the band-pass filter, formulation representing the bridge frequency is divided. In addition, 

the vehicle velocity parameter is investigated and it can be removed from this formulation 

to improve identification accuracy. Then, a numerical VBI model with a quarter car model 

is adopted to demonstrate the proposed approach. Finally, to further investigate the fidelity 

of the proposed approach, cases studies are investigated, including vehicle velocity, signal 

noise, and road roughness profile.  
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2 Hilbert Transform 

 
In this section, a brief introduction of HT is presented. Mathematically, given a 

real-valued mono-component function of s(t), the Hilbert transform of s(t) is defined as 

(Huang 2014): 

𝑠̂(𝑡) = 𝐻(𝑠(𝑡)) =
1

𝜋
𝑃𝑉 ∫

𝑠(𝜏)

𝑡 − 𝜏

+∞

−∞

𝑑𝜏 (1) 

where PV denotes the Cauchy principal value. Practically, it defines the HT as the 

convolution of s(t) with the kernel function 1/πt. Therefore, 𝑠̂(𝑡)  is referred as the 

orthogonal projection of s(t). Using these two orthogonal component, the analytic signal 

z(t) can be constructed in the form 

𝑧(𝑡) = 𝑠(𝑡) + 𝑖𝑠̂(𝑡) = 𝐴(𝑡)𝑒𝑖𝜃(𝑡) (2) 

where 

𝐴(𝑡) = √𝑠2(𝑡) + 𝑠̂2(𝑡), , 𝜃(𝑡)=arctan (
𝑠̂(𝑡)

𝑠(𝑡)
) (3, 4) 

 

 

Fig. 1 Numerical model of VBI  

 

In above equation, the time-dependent functions of A(t) and θ(t) are the 
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original function s(t). Using vector representations in complex plane, A(t) and θ(t) can be 

obtained easily. 

 

 

3. Formulation of the Analytical Theory 

In order to highlight the major dynamic characteristics of the coupled VBI system, 

a simplified numerical model will be adopted, as given in Fig. 1. The vehicle is simply 

simulated as a lumped mass mv, supported by a spring of stiffness kv and passing with 

constant speed v across a simply supported beam of length L. This beam is assumed to be 

of the Bernoulli–Euler type with constant cross section and ideal smooth pavement. 

Through neglecting the damping effects of both bridge and vehicle, the equations of motion 

for the bridge and vehicle can be written as follows:  

𝑚̅𝑢̈ + 𝐸𝐼𝑢"" = 𝑓𝑐(𝑡)𝛿(𝑥 − 𝑣𝑡) 

𝑚𝑣𝑢̈ + 𝑘𝑣(𝑞𝑣 − 𝑢|𝑥=𝑣𝑡) = 0 

(5) 

(6) 

where 𝑚̅ denotes the bridge mass per unit length, 𝐸 young elastic modulus, 𝐼 moment of 

inertia, 𝑢(𝑥, 𝑡) vertical displacement of beam, and qv(t) vertical displacement of the 

vehicle, measured from the static equilibrium position, and a dot and a prime represent the 

derivative with relative to time t and longitudinal coordinate x of the beam, respectively. 

The contact force between beam and vehicle 𝑓𝑐(𝑡) can be expressed as 

𝑓𝑐(𝑡) = −𝑚𝑣𝑔 + 𝑘𝑣(𝑞𝑣 − 𝑢|𝑥=𝑣𝑡) (7) 

where g represents the gravitational acceleration. 
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Using the modal superposition method, the solution of the bridge displacement 

response 𝑢(𝑥, 𝑡) in equation (5) can be expressed in term of modal shapes sin (𝑛𝜋𝑥/𝐿) and 

generalized coordinates 𝑞𝑏,𝑛(𝑡), 

𝑢(𝑥, 𝑡) = ∑ 𝑠𝑖𝑛
𝑛𝜋𝑥

𝐿

∞

𝑛=1

𝑞𝑏,𝑛(𝑡) (8) 

Accordingly, one can obtain the solution of the displacement of the test vehicle in 

equation (6) as following (Yang and Lin 2005, Yang and Chang 2009, Yang, Li et al. 2014) 

𝑞𝑣(𝑡) = ∑ {𝐴1,𝑛 cos (
(𝑛 − 1)𝜋𝑣

𝐿
) 𝑡 + 𝐴2,𝑛 cos (

(𝑛 + 1)𝜋𝑣

𝐿
) 𝑡

∞

𝑛=1

+ 𝐴3,𝑛 cos(𝜔𝑣𝑡) + 𝐴4,𝑛 cos (𝜔𝑏,𝑛 −
𝑛𝜋𝑣

𝐿
) 𝑡

+ 𝐴5,𝑛 cos (𝜔𝑏,𝑛 +
𝑛𝜋𝑣

𝐿
) 𝑡)} 

(9) 

where the coefficient of 𝐴4,𝑛  and 𝐴5,𝑛 are  

𝐴4,𝑛 =
−𝑆𝑛∆𝑠𝑡,𝑛𝜔𝑣

2

2(1 − 𝑆𝑛
2) (𝜔𝑣 − 𝜔𝑏,𝑛 +

𝑛𝜋𝑣
𝐿 ) (𝜔𝑣 + 𝜔𝑏,𝑛 −

𝑛𝜋𝑣
𝐿 )

 

𝐴5,𝑛 =
𝑆𝑛∆𝑠𝑡,𝑛𝜔𝑣

2

2(1 − 𝑆𝑛
2)(𝜔𝑣 + 𝜔𝑏,𝑛 +

𝑛𝜋𝑣
𝐿

)(𝜔𝑣 − 𝜔𝑏,𝑛 −
𝑛𝜋𝑣

𝐿
)
 

(10,11) 

and the bridge frequency 𝜔𝑏,𝑛, vehicle frequency 𝜔𝑣, velocity parameter 𝑆𝑛, and vehicle-

induced static deflection ∆𝑠𝑡,𝑛 of the beam, of the n-th mode are defined as 

𝜔𝑏,𝑛 = (
𝜋𝑣

𝐿
)2√

𝐸𝐼

𝑚̅
 

𝜔𝑣 = √
𝑘𝑣

𝑚𝑣
 

𝑆𝑛 =
𝑛𝜋𝑣

𝐿𝜔𝑏,𝑛
 

(12,13,14,15) 
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∆𝑠𝑡,𝑛=
−2𝜔𝑣𝑔𝐿3

𝑛4𝜋4𝐸𝐼
 

Similar to the coefficient of 𝐴4,𝑛 and 𝐴5,𝑛 in equation (10, 11), 𝐴1,𝑛 𝐴2,𝑛 and 𝐴3,𝑛 

are time irrelevant coefficients determined by parameters of  𝜔𝑣 ,  𝜔𝑏,𝑛 ,  ∆𝑠𝑡,𝑛 and  𝑆𝑛 . 

However, it won’t be presented herein since it is not of concern in this study.  

Therefore, taking twice derivative of the vehicle displacement response, one can 

obtain the vehicle acceleration response 

𝑞̈𝑣(𝑡) = ∑ {𝐴̿1,𝑛 cos (
(𝑛 − 1)𝜋𝑣

𝐿
) 𝑡 + 𝐴̿2,𝑛 cos (

(𝑛 + 1)𝜋𝑣

𝐿
) 𝑡

∞

𝑛=1

+ 𝐴̿3,𝑛 cos(𝜔𝑣𝑡) + 𝐴̿4,𝑛 cos (𝜔𝑏,𝑛 −
𝑛𝜋𝑣

𝐿
) 𝑡

+ 𝐴̿5,𝑛 cos (𝜔𝑏,𝑛 +
𝑛𝜋𝑣

𝐿
) 𝑡)} 

(16) 

with the coefficients of 𝐴̿4,𝑛  and 𝐴̿5,𝑛 as  

𝐴̿4,𝑛 =
𝑆𝑛∆𝑠𝑡,𝑛𝜔𝑣

2

2(1 − 𝑆𝑛
2)(𝜔𝑣 − 𝜔𝑏,𝑛 +

𝑛𝜋𝑣
𝐿

)(𝜔𝑣 + 𝜔𝑏,𝑛 −
𝑛𝜋𝑣

𝐿
)

(𝜔𝑏,𝑛 −
𝑛𝜋𝑣

𝐿
)2 

𝐴̿5,𝑛 =
−𝑆𝑛∆𝑠𝑡,𝑛𝜔𝑣

2

2(1 − 𝑆𝑛
2)(𝜔𝑣 + 𝜔𝑏,𝑛 +

𝑛𝜋𝑣
𝐿 )(𝜔𝑣 − 𝜔𝑏,𝑛 −

𝑛𝜋𝑣
𝐿 )

(𝜔𝑏,𝑛 +
𝑛𝜋𝑣

𝐿
)2 

(17,18) 

Apparently, the vehicle acceleration response of equation (16) is dominated by five 

frequencies, i.e., two shifted driving frequencies (𝑛 − 1)𝜋𝑣/𝐿 and (n + 1)𝜋𝑣/𝐿, vehicle 

frequency 𝜔𝑣, and two shifted bridge frequencies 𝜔𝑏,𝑛 − 𝑛𝜋𝑣/𝐿 and 𝜔𝑏,𝑛 + 𝑛𝜋𝑣/𝐿 .  

To extract the frequency of bridge from the vehicle acceleration response with this 

proposed HT approach, the component response corresponding to the bridge frequency of 

n-th mode should be singled out via an appropriate filtering technique. According to 

equation (16), the extracted component response 𝑅𝑏 associated with single frequency of 

bridge (n-th mode) is (Yang, Li et al. 2014) 
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𝑅𝑏(𝑡) = 𝐴̿4,𝑛 cos (𝜔𝑏,𝑛 −
𝑛𝜋𝑣

𝐿
) 𝑡 + 𝐴̿5,𝑛 cos (𝜔𝑏,𝑛 +

𝑛𝜋𝑣

𝐿
) 𝑡 (19) 

The filtering signal of 𝑅𝑏 is a narrow-band time series and thus can be applied with 

HT to produce its transform pair,  

𝑅̂𝑏(𝑡) = 𝐻[(𝑅𝑏(𝑡))]= 𝐴̿4,𝑛 sin (𝜔𝑏,𝑛 −
𝑛𝜋𝑣

𝐿
) 𝑡 + 𝐴̿5,𝑛 sin (𝜔𝑏,𝑛 +

𝑛𝜋𝑣

𝐿
) 𝑡 (20) 

In general, the bridge frequency 𝜔𝑏,𝑛 is much greater than the driving frequency 

n𝜋v/L, especially at lower vehicle velocity. Accordingly, the coefficients 𝐴̿4,𝑛and 𝐴̿5,𝑛 can 

reduce to  

𝐴̿4,𝑛 = (𝜔𝑏,𝑛)2
𝑆𝑛∆𝑠𝑡,𝑛𝜔𝑣

2

2(1 − 𝑆𝑛
2)(𝜔𝑣 − 𝜔𝑏,𝑛)(𝜔𝑣 + 𝜔𝑏,𝑛)

 

𝐴̿5,𝑛 = −(𝜔𝑏,𝑛)2
𝑆𝑛∆𝑠𝑡,𝑛𝜔𝑣

2

2(1 − 𝑆𝑛
2)(𝜔𝑣 − 𝜔𝑏,𝑛)(𝜔𝑣 + 𝜔𝑏,𝑛)

 

(21,22) 

As equation (21) and (22) shown, the two coefficients 𝐴̿4,𝑛 and 𝐴̿5,𝑛 are equal in 

magnitude, but opposite in sign, i.e., 𝐴̿4,𝑛 +𝐴̿5,𝑛=0. Accordingly, the bridge component 

response 𝑅𝑏(𝑡) and its Hilbert transform 𝑅̂𝑏(t) can be expressed as 

𝑅𝑏(𝑡) = −2𝐴̿4,𝑛 sin(𝜔𝑏,𝑛𝑡) sin (
𝑛𝜋𝑣

𝐿
𝑡) 

𝑅̂𝑏(𝑡) = 2𝐴̿4,𝑛 cos(𝜔𝑏,𝑛𝑡) sin (
𝑛𝜋𝑣

𝐿
𝑡) 

(23,24) 

From the introduce of Hilbert transform aforementioned, the instantaneous 

amplitude history of 𝐴(𝑡) can be obtained as  

𝐴(𝑡) = √𝑅𝑏
2(𝑡)+𝑅̂𝑏

2(𝑡) =  |2𝐴̿4,𝑛 ∙ sin (
𝑛𝜋𝑣

𝐿
𝑡)| = 2|𝐴̿4,𝑛| ∙ |sin (

𝑛𝜋𝑣

𝐿
𝑡)| (25) 

Replacing 𝑥 with 𝑣𝑡 in equation (25) yields 

𝐴 (
𝑥

𝑣
) = 2|𝐴̿4,𝑛| ∙ |sin (

𝑛𝜋𝑥

𝐿
)| (26) 
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This equation shows that the instantaneous amplitude history of 𝐴 (
𝑥

𝑣
) of the 

extracted component response is represented by the mode shape function sin (
𝑛𝜋𝑥

𝐿
) of the 

bridge (in absolute value) multiplied by a constant and time-irreverent coefficient 2|𝐴̿4,𝑛|, 

which is a function of the bridge frequency 𝜔𝑏,𝑛, vehicle frequency 𝜔𝑣, velocity parameter 

𝑆𝑛 , and vehicle-induced static deflection ∆𝑠𝑡,𝑛  of the beam. It reveals that once the 

component response corresponding to the certain mode shape of the bridge can be extracted 

from the response of a passing vehicle when it passed over the bridge, its instantaneous 

amplitude history is representative of the corresponding mode of the bridge (Yang, Li et 

al. 2014).  

On the other hand, the instantaneous phase 𝜃(𝑡)can be derived as 

𝜃(𝑡) = arctan (
𝑅̂𝑏(𝑡)

𝑅𝑏(𝑡)
) = arctan(−𝑐𝑜𝑡𝜔𝑏,𝑛𝑡) = 𝜔𝑏,𝑛𝑡 −

𝜋

2
 (27) 

Herein, it is demonstrated that the bridge frequency can be represented by the slope 

of instantaneous phase. However, this result has relied on the assumption of that the driving 

frequency n𝜋𝑣/𝐿 is much smaller than the bridge frequency. In fact, with the increase of 

vehicle velocity, the driving frequency cannot be neglected in comparison to the bridge 

frequency. Therefore, the following section will focus on presenting formula derivation 

considering this driving frequency.  

Set a ratio 𝛼 of 𝐴̿5,𝑛 to 𝐴̿4,𝑛 from equations (17) and (18) and it can be expressed as  

𝛼 =
𝐴̿5,𝑛

𝐴̿4,𝑛

= −
(1 + 𝑆𝑛)2

(1 − 𝑆𝑛)2
∙

(1 − 𝜇𝑛
2(1 − 𝑆𝑛)2)

(1 − 𝜇𝑛
2(1 + 𝑆𝑛)2)

 (28) 

where 𝜇𝑛 is defined as the ratio of the n-th mode natural frequency of bridge 𝜔𝑏,𝑛 to the 

vehicle frequency 𝜔𝑣,  
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𝜇𝑛 =
𝜔𝑏,𝑛

𝜔𝑣
 (29) 

Then, the component response of 𝑅𝑏 and its Hilbert transform 𝑅̂𝑏  can be expressed 

as 

𝑅𝑏 = 𝐴̿4,𝑛 ∙ [(1 + 𝛼)cos(𝜔𝑏,𝑛𝑡) cos(𝑆𝑛𝜔𝑏,𝑛𝑡) + (1

− 𝛼) sin(𝜔𝑏,𝑛𝑡) sin(𝑆𝑛𝜔𝑏,𝑛𝑡)] 

𝑅̂𝑏 = 𝐴̿4,𝑛 ∙ [(1 + 𝛼)sin(𝜔𝑏,𝑛𝑡) cos(𝑆𝑛𝜔𝑏,𝑛𝑡) − (1

− 𝛼) cos(𝜔𝑏,𝑛𝑡) sin(𝑆𝑛𝜔𝑏,𝑛𝑡)] 

(30,31) 

In this way, the instantaneous phase 𝜃(𝑡) can be derived as 

𝜃(𝑡) = arctan (
𝑅̂𝑏(𝑡)

𝑅𝑏(𝑡)
) = arctan(

tan(𝜔𝑏,𝑛𝑡) −
1 − 𝛼
1 + 𝛼 tan (𝑆𝑛𝜔𝑏,𝑛𝑡)

1 +
1 − 𝛼
1 + 𝛼 tan (𝑆𝑛𝜔𝑏,𝑛𝑡) tan(𝜔𝑏,𝑛𝑡)

) (32) 

Here assumes a time varying coefficient 𝛽(𝑡) and make it content  

tan(𝛽(𝑡)) =
1 − 𝛼

1 + 𝛼
tan(𝑆𝑛𝜔𝑏,𝑛𝑡) (33) 

Therefore, the instantaneous phase 𝜃(𝑡)  of equation (30) can be expressed as 

follows 

𝜃(𝑡) = 𝜔𝑏,𝑛𝑡 − 𝛽(𝑡) (34) 

Obviously, the equation (34) shows that the slope of the sum of instantaneous phase 

𝜃(𝑡) and 𝛽(𝑡) represents the bridge frequency. Comparing to the equation (27), it needs to 

calculate the term of 𝛽(𝑡), which is related to the vehicle velocity parameter 𝑆𝑛.  

Although the proposed HT based approach indicates that the slope of sum 𝜃(𝑡) +

𝛽(𝑡) is potential to extract the bridge nature frequencies from a passing vehicle removing 

vehicle speed effect, it is subject to two main challenges. One is imposed by the 

requirement of extracted component response 𝑅𝑏 associated with single frequency of 
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bridge (n-th mode) from the passing vehicle acceleration history. For this point, it can carry 

out by feasible signal processing tools, such as singular spectrum and band-pass filters 

technique, and so on. In this regard, the bridge frequency actually has already been known 

in signal processing. But this is not contradictory to the present approach for improving 

extracting bridge frequency. Because this already known bridge frequency can obtain from 

applying FFT directly, wavelet analysis approach (Tan, Elhattab et al. 2017) or other ways, 

which does not remove the effect of the driving frequency and therefore, is considered as 

a poor identification (marked as ω̅b here). This present approach aims to obtain highly 

accurate identification of a bridge frequency. Although poor identification of bridge 

frequency can be easily obtained, how to extract 𝑅𝑏 from the passing vehicle acceleration 

is still challengeable. Equation (26) shows that the perfect extracted 𝑅𝑏 can obtain results 

of corresponding the mode shape of the bridge, which can instruct us to extract apposite 

𝑅𝑏 from the axle responses.  

Another challenge is imposed by the calculation of 𝛽(𝑡), since it is related to the 

bridge frequencies as shown equation (33). The poor estimated frequency of a bridge ω̅b 

can be used instead. This section will investigate that how much the ω̅b influences on 

𝛽(𝑡) as well as the final accuracy of the bridge frequency identification.  According to 

equation (28), assume  𝜔𝑏 = 3.86𝐻𝑧 ,  𝜔𝑣 = 10.33𝐻𝑧  and 𝑆𝑛 =0.1; a signal is created 

by  𝑠(𝑡) = cos(𝜔𝑏 − 𝑆𝑛𝜔𝑏) 𝑡 + 𝛼cos(𝜔𝑏 + 𝑆𝑛𝜔𝑏) 𝑡 , where 𝛼  is calculated based on 

equation (28). In this case, the total effect time is 1.296s with time steps as 0.002s. Then 

the HT based approach is applied to extract 𝜔𝑏 from signal 𝑠(𝑡). In this processing, 𝛽(𝑡) 

is calculated using the given frequency ω̅b, whose errors varies from -40% to 40% with 

10% increment.  
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Fig. 2. 𝛽(𝑡) plot calculations at different 𝜔̅𝑏  

 

 

Fig. 3. The error of approximate slope of 𝛽(𝑡)  

 

Fig. 2 shows the β(t) plots computed at different given frequency ω̅b with Sn=0.1. 

Fig. 3 illustrates the error of approximate slope of these β(t)  plots comparing to the 

theoretical one. As it has shown, the lower the given frequency ω̅b, the greater the error 

result, as well as to the greater ω̅b, although their errors are obviously lower than the lower 

given frequency ω̅b. It is no doubts that these errors of β(t) will result in the error to 

final ωb identification as well. Fig. 4 shows the error of  ωb identification after applied the 

proposed HT approach. As expected, the HT based approach apparently and effectively 
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improve the ωb estimation. To further explain the feasibility of the proposed approach, the 

results of more cases analysis when  𝑆𝑛 = 0.01, 0.05, 0.15 and 0.20 are illustrated in Fig. 

4 as well. It is worth to notice that the total effect time of signal will be changed 

corresponding to   𝑆𝑛 . For instance, when   𝑆𝑛 = 0.2 , the length of total effect time is 

changed to 0.648s. From the Fig. 4, the higher   𝑆𝑛  will magnify this estimated error, 

although all of the estimated frequencies have been dramatically improved after applied 

with the HT based approach in comparison to the given frequency ω̅b. Practically, the 

improved estimated frequency can be utilized as a newly given frequency ω̅b to recalculate 

β(t) and estimated frequency again and one can repeat these steps until the convergence 

of ωb. Fig. 5 shows the cycle calculation results in the condition of the first given ω̅b =

−40% ωb with Sn=0.1. As it has shown, after enough cycles, the estimated frequency will 

be convergence and extremely close to theoretical one.  Fig. 6 shows all case studies result 

after five loops’ calculation. All of the errors are lower than 0.5%.  

 

 

Fig. 4. Final estimated frequency error  
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Fig. 5. Cycle calculation results 

 

It reaches the conclusion that the calculation of precise β(t) is not a challenge 

anymore conducted by the repeat computation. Once the single component response 𝑅𝑏 

can be extracted precisely, the bridge frequency can be identified with high accuracy. 

Therefore, the proposed HT based approach to improve bridge frequency identification of 

a passing vehicle is summarized as follows:  

(1) Acquisition of the vehicle acceleration responses. 

(2) Obtaining the poor bridge frequencies ω̅b applying FFT directly, or wavelet 

analysis (Tan, Elhattab et al. 2017), etc. 

(3) Extracting a series of single component response 𝑅𝑏 at a series of band-pass filters 

with ω̅b. 

(4) Calculating instantaneous amplitude history 𝐴(𝑡) of HT at each 𝑅𝑏; simultaneously 

calculating the MAC (modal assurance criteria) between 𝐴(𝑡) and theoretical 

mode shape of the bridge. 

(5) Choosing the optimum 𝑅𝑏 who provides the maximum MAC.  

(6) Calculating the instantaneous phase 𝜃(𝑡) of HT at the obtained optimum 𝑅𝑏 and 

calculating the time-varying coefficient 𝛽(𝑡). 
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(7) Computing an improved bridge frequency with 𝛽(𝑡)  and  𝜃(𝑡)  and using the 

improved bridge frequency to calculate the time-varying coefficient 𝛽(𝑡) again.  

(8) Repeating step (7) until the improved identified frequency convergence 

(convergence is the final bridge frequency identification).  

 

 

Fig. 6. The estimated frequency error after 5 loops calculation 

 

 

4 Case studies 

To verify the feasibility of the proposed approach on improving bridge frequency 

from a passing vehicle, a quarter-car of VBI model was adopted as shown in Fig. 7. The 

quarter-car travels with constant speed over the bridge. The vehicle is modeled as a quarter-

car model crossing a 50-m approach distance followed by a 20-m simply supported finite 

element (FE) bridge. The vehicle masses are represented by a sprung mass, ms, and un-

sprung mass, ma represents the vehicle axle mass and body mass respectively. The Degrees 

of Freedoms (DOFs) that correspond to the bouncing of the sprung and the axle masses 

are, us, and ua, respectively. All properties of VBI model is listed in Table 1 and based upon 

the work of Cebon (1999). The dynamic interaction between the vehicle and the bridge is 
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implemented in MATLAB (Tan, Elhattab et al. 2017). The road surface profile is not 

considered in this simulation. Unless otherwise mentioned, the used scanning frequency is 

500 Hz. The first two natural frequencies of bridge, fb is 2.171Hz and 8.683Hz respectively. 

The vehicle frequencies are 0.581Hz and 10.333Hz respectively.  

 

 

Fig. 7. The quarter car and bridge model 

 

Table 1. Vehicle and bridge properties 

Vehicle properties Bridge properties 

ms 14000 kg Span 20m 

ks 200 kN/m Density 4800kg/m3 

cs 10 kN s/m Width 4 m 

ma 700 kg Depth 0.8m 

ka 2750 kN/m Modulus 2.75×1010 N/m2 

 

ms

csks

ma
ka

us

ua

..

..

L
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Fig. 8. The vehicle acceleration response 

 

 

Fig. 9. Acceleration spectrum of vehicle acceleration history 

 

Fig. 8 illustrates the vehicle axle acceleration response for the VBI model 

mentioned above, where the vehicle velocity is 18m/s. As aforementioned in the analytical 

theory, this passing vehicle history contains the bridge frequency components. Therefore, 

the natural frequency of bridge can be extracted after FFT applying to the signal of Fig. 8. 

Fig. 9 illustrates the spectrum of the recorded response showing two distinctive peaks 

according to the frequency of 2.693Hz and 9.874Hz respectively, which represents the first 

two bridge natural frequencies of the bridge, respectively. Since the frequency resolution 

of FFT is low with short data at the condition of higher vehicle velocity. The spectrum of 
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the test vehicle with FFT cannot point out the precious frequencies of bridges. With the 

increase in vehicle velocity, the frequency resolution of FFT will be worse. Thus, FFT can 

only provide a poor frequency identification for short data of the passing vehicle 

acceleration response. In addition, FFT cannot be used to detect the bridge frequency drop 

caused by bridge structure damages so as to assess bridge condition. The following section 

will utilize the proposed HT based approach to improve the extraction of the bridge 

frequencies.   

 

  

(a) 1st bridge frequency (b) 2nd bridge frequency 

Fig. 10. Bridge frequencies identification at a series of band-pass filters 

 

Generally, the maximum error applying FFT directly will be not greater than 2 

times of the theoretical driving frequency (in this case: 𝑓𝑑 =
𝑣

𝐿
= 0.9𝐻𝑧) because both of 

the shift frequency and frequency resolution are equal to 𝑓𝑑. For example, in this case, the 

real first natural bridge frequency should be in the range of   𝑓𝑟1 = 2.693 − 2 × 0.9 =

0.893;  𝑓𝑟2 = 2.693 + 2 × 0.9 = 4.493. Then a zero-phase digital ‘Butterworth’ band-

pass filter with a lower order as 6 is applied to the recorded acceleration response to extract 

the single modal component response. For this band-pass filter, the center 
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frequency  𝑓𝑐𝑒𝑛𝑡𝑒𝑟  varies from  𝑓𝑟1  to  𝑓𝑟2 , and the two-cut-off frequencies are  𝑓𝑐1 =

 𝑓𝑐𝑒𝑛𝑡𝑒𝑟 − 2 ×  𝑓𝑑 and 𝑓𝑐2 =  𝑓𝑐𝑒𝑛𝑡𝑒𝑟 + 2 ×  𝑓𝑑, respectively.   

 

 

Fig. 11. The improved 1st bridge frequency identification details; top left: single component 

Rb1 after band-pass filter; top right: the instantaneous phase θ(t); bottom left: the time 

varying coefficient β(t); bottom right: θ(t)+β(t) 

 

Therefore, these band-pass filters are applied to extract the first two single 

component responses 𝑅𝑏1 and 𝑅𝑏2 of the bridge, and then these series of extracted 𝑅𝑏1 and 

𝑅𝑏2  are used to improve the bridge frequency  ωb  identification based on the 

aforementioned procedures. For this case, the results are illustrated in Fig. 10. As it has 

shown, when the  𝑓𝑐𝑒𝑛𝑡𝑒𝑟 = 2.8𝐻𝑧 , the corresponding 𝑅𝑏1  has the maximum MAC and 

obtains the final ωb = 2.16𝐻𝑧, which is extremely close to the theoretical one with regard 

to the first bridge frequency. Similarly, the 2nd bridge frequency has been improved 

apparently after applying the proposed approach.  
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Fig. 12. The improved 2nd bridge frequency identification details; top left: single 

component Rb2 after band-pass filter; top right: the instantaneous phase θ(t); bottom left: 

the time varying coefficient β(t); bottom right :θ(t)+β(t) 

 

Fig. 11 and Fig. 12 show the details for improving the bridge frequency ωb identification 

based on HT approach. As shown, these 𝜃(𝑡) plots are represented by a nearly straight line and 

their approximate slopes are calculated as 2.39 and 9.55 respectively. These calculated slopes can 

be considered as bridge frequencies as equation (27) considering the vehicle velocity parameter 

effect. However, the errors are great comparing to the theoretical one. Actually, the 𝛽(𝑡) plots are 

represented by this vehicle speed effect and clearly, they cannot be ignored directly. From the 

equation (34), the slopes of plots of 𝜃(𝑡) + 𝛽(𝑡) represent the high accuracy identification of 

bridge frequency removing the effect of vehicle velocity effect and their approximate slopes are 

calculated as 2.16 and 8.56 respectively. 
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Fig. 13. The improved 1st bridge frequency identification at different vehicle speeds. 

 

V=6m/s V=8m/s V=10m/s V=12m/s 

V=14m/s V=16m/s V=20m/s V=22m/s 

V=24m/s V=26m/s V=28m/s V=30m/s 

6
3
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4.1 Effect of Vehicle Speed 

In this case, the effect of the vehicle speed on improving the bridge frequency 

identification is studied for a series of vehicle speeds: 𝑣 from 6 to 30 m/s with incensement 

of 2 m/s. Other parameters of VBI remain identical to that studied previously. By following 

the same procedure, the improved first two bridge frequencies can be extracted from a 

passing vehicle for each vehicle speed, as shown in Fig. 13 and Fig. 14. Table 2 lists the 

final bridge frequencies identification values of  ωb  and results from HHT directly 

comparing to theoretical ones.  

In the above processing analysis, all of the poor bridge frequencies identification 

𝜔̅𝑏 are obtained from the FFT spectrum. As it has shown, the 𝜔̅𝑏 have a greater error at 

higher vehicle speed. In Table 2, the maximum identification error of FFT is -35.84% for 

1st bridge frequency and 20.68% for 2nd bridge frequency. Obviously, the proposed 

approach has improved the bridge frequencies from a passing vehicle in most the cases. 

The identification error is less than 1.97% for 2nd bridge frequency. It is observed that when 

the vehicle speed is not greater than 26 m/s, the results of the improved 1st bridge 

frequencies are precious and error is less than 5.68%. In contrast, when the vehicle speed 

is equal to or greater than 26 m/s, the proposed HT based approach is not able to improve 

the bridge natural frequencies from the poor identification results with FFT.  
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Fig. 14. The improved 2nd bridge frequency identification at different vehicle speeds. 

 

 

V=6m/s V=8m/s V=10m/s 

V=12m/s V=14m/s V=16m/s 

V=20m/s V=22m/s V=24m/s 

V=26m/s V=28m/s V=30m/s 



66 
 

Table 2. The improved bridge frequencies identification results at different vehicle speeds 

Velocities (m/s) 6 8 10 12 14 16 18 20 22 24 26 28 30 

1st  

HT  

(Hz) 
2.18 2.19 2.15 2.14 2.15 2.08 2.16 2.29 2.14 2.13 1.70 2.58 1.70 

Error (%) 0.23 1.02 -0.78 -1.48 -0.75 -4.06 -0.48 5.68 -1.40 -1.71 -21.81 18.94 -21.46 

FFT (Hz) 2.10 2.40 2.50 2.40 2.09 2.40 2.69 2.00 2.20 2.39 2.59 1.39 1.50 

Error (%) -3.33 10.48 15.06 10.48 -3.49 10.39 24.06 -8.05 1.25 10.21 19.35 -35.84 -31.04 

2nd 

HT  

(Hz) 
8.65 8.64 8.62 8.60 8.58 8.57 8.56 8.66 8.51 8.64 8.61 8.59 8.57 

Error (%) -0.34 -0.46 -0.69 -0.91 -1.16 -1.29 -1.45 -0.30 -1.97 -0.49 -0.83 -1.05 -1.30 

FFT (Hz) 8.99 9.19 8.99 8.99 9.08 9.58 9.87 9.98 9.89 9.57 10.36 9.75 10.48 

Error (%) 3.57 5.87 3.55 3.57 4.55 10.38 13.72 14.94 13.90 10.21 19.34 12.28 20.68 

 

  

6
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4.2 Effect of noise 

To further investigate the feasibility of this proposed method, the effect of noise are 

investigated. In order to simulate the polluted measurements, white noise is added to the 

simulated responses of the vehicle. The noise response is calculated as following formula: 

𝑢̈𝑛𝑜𝑖𝑠𝑒 = 𝑢̈𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 + 𝐸𝑝𝑁𝑜𝑖𝑠𝑒𝜎(𝑢̈𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑) (35) 

where 𝑢̈𝑛𝑜𝑖𝑠𝑒  is the polluted acceleration; 𝐸𝑝  is the noise level and 𝑁𝑜𝑖𝑠𝑒  is a standard 

normal distribution vector with zero mean value and unit standard deviation. 𝑢̈𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 is 

the calculated acceleration, and 𝜎(𝑢̈𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑) is their standard deviations.  
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Table 3. The errors of improved bridge frequencies results at different levels of noise 

 

6 8 10 12 14 16 18 20 22 24 26 28 30 

1st  

0.05 0.22 0.97 -0.73 -1.42 -0.85 -4.02 -1.96 2.67 -1.30 0.00 -24.86 17.31 -21.39 

0.1 0.06 1.01 -0.45 -2.06 -0.81 -3.88 -2.31 5.78 0.93 0.34 -24.60 17.45 -22.44 

0.15 5.28 0.88 -0.71 -3.61 -0.62 4.68 -0.75 5.89 3.54 0.52 -20.97 16.94 -24.04 

0.2 -1.72 0.74 -2.58 -1.55 -2.72 -6.37 -0.53 5.31 -1.22 -4.69 -26.78 -63.09 -18.72 

0.25 2.75 1.22 -0.64 -3.52 8.87 -6.42 -2.14 5.85 -4.46 -4.35 -25.42 -55.91 -16.54 

2nd 

0.05 -0.34 -0.46 -0.69 -0.93 -1.16 -1.28 -1.46 -0.29 -1.97 -0.48 -0.85 -0.94 -1.38 

0.1 -0.33 -0.47 -0.69 -0.87 -1.16 -1.32 -1.46 -0.29 -2.00 -0.54 -0.78 -1.17 -1.52 

0.15 -0.35 -0.45 -0.67 -0.92 -1.17 -1.34 -0.14 -0.24 -2.09 -0.41 -0.89 -1.37 38.81 

0.2 -0.34 -0.48 -0.71 -0.94 -1.09 -1.23 -0.21 0.10 -2.21 -0.42 -0.58 -1.08 38.71 

0.25 -0.31 -0.48 -0.69 -0.95 -1.15 -1.29 -1.45 -0.56 -2.28 -0.32 -0.94 -1.38 38.78 

                      Note: the errors are represented by percentage (%) comparing to theoretical ones.  

 

 

  

Velocity  

(m/s) Noise 

level 

6
8
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The different levels of noise: 𝐸𝑝 = 0.05, 0.1, 0.15, 0.20 and 0.25 are investigated 

in this study. By following the same procedure, all the results of the improved bridge 

frequencies are listed in Table 3. As it has shown, the proposed approach is not sensitive 

to noise, possibly because the procedure of band-pass filtering almost removes the effect 

of noise, as long as the FFT can get the generally accurate bridge frequencies 𝜔̅𝑏. The result 

of the 2nd bridge frequency is better than that of 1st. The maximum identification error is 

8.87% for 1st bridge frequency (except for 26, 28 and 30 m/s) and 2.28% for 2nd bridge 

frequency (except for 30 m/s). 

  

  

(a) The vehicle acceleration response (b) Acceleration spectrum 

Fig. 15. The vehicle acceleration response and spectrum 

 

 

4.3 Effect of Surface Roughness 

In this case, the effect of road surface roughness is investigated by letting the 

instrumented vehicle pass over the bridge with rough road profile. The road roughness 

profile is generated according to the PSD (power spectrum density) curve of “class A” 

(ISO 1995). 



70 
 

 

  

(a) 1st bridge frequency (b) 2nd bridge frequency 

Fig. 16. Bridge frequencies identification considering the road surface profile 

 

Fig. 15 shows the original crossing vehicle acceleration history at velocity 18 m/s 

with road roughness and the corresponding frequencies extracted using FFT. As it has 

shown, at the “class A” road roughness profile, the FFT can still extract the bridge 

frequency and the first two bridge frequencies are recognized as 2.693Hz and 9.874Hz 

respectively. Similar to the effect of noise, the following band-pass filtering process can 

partially remove the component of response generated by the uneven road surface from 

the vehicle response. Therefore, the proposed approach can still improve the bridge 

frequency. The results are shown in Fig. 16. As expected, it provides the highly precious 

identification. When the road roughness condition is worse, the FFT may not extract the 

bridge frequency directly from a passing vehicle acceleration. The concept of subtracting 

signals from identical axles is a promising way to overcome it (González, Obrien et al. 

2012, Yang, Li et al. 2012).  
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5. Potential application and challenges 

As one of the most important parameters of bridges, frequencies can be used to 

detect structural damage through frequencies change (Carden 2004). In this study, bridge 

damage is simulated using the method proposed by Sinha, Friswell et al. (2002), where the 

damage is assumed to be extended over a region of three times the beam depth. The element 

stiffness in this damage region varies from a minimum value at the exact crack location to 

full stiffness at the edge of the damaged area. The damage level is defined as a ratio of the 

depth of the crack to the depth of the intact bridge. For example, if the damage level is 0.2 

or 20%, it means that the crack depth is 0.16 meters for a 0.8 meters deep bridge.  

 

  

(a) Rb1 (b) Rb2 

Fig. 17. β(t)+θ(t) plots at different damage levels 

 

The FFT method, as mentioned previously, could not be used to accurately identify the 

bridge frequency at higher speeds. This is due to the low frequency resolution associated 

with higher vehicle speeds. Therefore, and for the same reason, FFT cannot be used to 

monitor the shift in the bridge frequency due to structural damages. The frequency step of 

FFT will not pick up the minor changes happened to the bridge frequency due to structural 
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damages. Therefore, the next section will focus only on using the HT based approach to 

track the change in the bridge frequency due to the existence of structural damages. 

In this case, the damage located at the 0.7L (L=span length) of the bridge. The 

bridge is modeled three times, one as an intact bridge, and other two cases of different 

damage levels (e.g. 20% and 40%). By following the procedures mentioned above using 

the same band-pass filter, Fig. 17 illustrates results of 𝛽(𝑡) + 𝜃(𝑡) plots representing the 

final bridge identification. Herein, all parameters of the VBI model are kept same with the 

above and the vehicle velocity is 18m/s. As it has shown, there is clear difference of slope 

in 𝛽(𝑡) + 𝜃(𝑡) plots in these three cases. With the increase of damage level, the slope in 

𝛽(𝑡) + 𝜃(𝑡)plots representing bridge frequency decreases, which can point out the drop of 

bridge natural frequency due to the structural damage.  

Similarly, different velocities (6m/s, 8m/s, 10m/s, 12m/s and 14m/s) are studied, 

and the results are illustrated in Fig. 18 and Fig. 19. In this study, other parameters of VBI 

remain identical to that studied previously. 

As they are shown, with the increment of damage level, the theoretical frequencies 

of bridge decrease (fTI> fTD1> fTD2). Similarly, the identified frequencies of damaged bridge 

decrease as well (fII> fID1> fID2). Although the improved bridge frequencies applying HT 

based approach are not exact to the theoretical ones, the drop of frequencies is clearly 

found. The error is less than 2.77% for the 1st bridge frequency and 1.16% for the 2nd bridge 

frequency. It has concluded that the proposed approach is not restricted to frequency 

resolution, which is able to point out the frequencies drop due to the structural damage. 

This may indicate a promising way to estimate bridge conditions. However, it is observed 

that the frequency changes are small/less than 0.1 Hz and 0.3 Hz, for 1st and 2nd mode shape 
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respectively. The result is consistent with Chen, Spyrakos et al. (1995) presented that the 

lower frequencies are not sensitive to structural damage, usually less than 5%. The higher 

modes have demonstrated to achieve improved identification results, but they are usually 

unavailable in the field (Salawu 1997). In practical, it is difficult to detect this kind of small 

change, because of the effect of environment, e.g. noise and temperature.  Chen, Spyrakos 

et al. (1995) showed that the environment can have a significant effect on the results, and 

can be as high as 5-10%.  

 

 

Fig. 18. The 1st bridge frequency estimation at different bridge conditions (*Note: fTI 

presents the 1st theoretical frequency of the intact bridge, fTD1 presents the 1st theoretical 

frequency of the damaged bridge at level 0.2, fTD2 presents the 1st theoretical frequency of 

the damaged bridge at level 0.4, fII presents the 1st identified frequency of the intact bridge, 

fID1 presents the 1st identified frequency of the damaged bridge at level 0.2, fID2 presents 

the 1st identified frequency of the damaged bridge at level 0.4) 
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Fig. 19.  The 2nd bridge frequency estimation at different bridge conditions (* Note: fTI 

presents the 2nd theoretical frequency of the intact bridge, fTD1 presents the 2nd theoretical 

frequency of the damaged bridge at level 0.2, fTD2 presents the 2nd theoretical frequency of 

the damaged bridge at level 0.4, fII presents the 2nd identified frequency of the intact bridge, 

fID1 presents the 2nd identified frequency of the damaged bridge at level 0.2, fID2 presents 

the 2nd identified frequency of the damaged bridge at level 0.4) 

 

 

CONCLUSIONS 

This paper introduces a new approach combined with HT and band-pass filter technique 

to improve the bridge natural frequency identification from a passing vehicle. The proposed 

approach improves the identified frequency iteratively, where the initial value can be 

achieved by applying FFT directly. In contrast to FFT, the proposed approach is not 

restricted to the frequency resolution. Hence, this paper preliminarily found that the 

proposed approach is able to detect the frequencies drop due to the bridge structural 

damage. In this regard, it is a promising way to estimate bridge conditions. However, the 

observed drop is very small in addition to the environment effect, which may limit the 
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effectiveness of the proposed approach to structural damage detection. Nevertheless, it has 

shown improved identification of bridge frequencies over than FFT, without limitation to 

resolution. In addition, the proposed approach is not sensitive to vehicle velocity and signal 

noise.  
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EXTRACTION OF BRIDGE MODAL PARAMETERS USING PASSING VEHICLE 

RESPONSE 

 

 

Abstract 

Bridge modal parameters play an important role in bridge engineering; they can 

serve as useful indices for many applications such as numerical mode calibration and 

updating, and bridge structural health monitoring. Recently, the indirect monitoring of 

bridges is increasingly investigated and developed as it avoids the need for instrumentation 

on all bridges of a network. The natural frequencies of bridge have been extracted from the 

dynamic response of a vehicle numerically and in the field. This paper proposes an 

algorithm to extract the bridge mode shapes using indirect measurement enhanced by the 

Hilbert Transform as well as the damping ratio of the bridge. The theoretical closed-form 

equations are derived for a vehicle-bridge interaction model where the vehicle is 

represented as a moving sprung mass passing over a simply supported beam at a constant 

low speed. Then a numerical simulation with a quarter-car model is adopted to verify the 

proposed algorithm, including case studies on the influence of the vehicle speed and road 

roughness. In addition, a laboratory test is conducted to further investigate the feasibility 

of the proposed algorithm.  

 

Keyword: Structural health monitoring; Bridge; Modal parameters; Drive-by; Hilbert 

Transform; Vehicle-bridge interaction. 
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Introduction 

Bridge structures are an intrinsic part of any transportation network. Assessing the 

condition of these structures is essential to ensure the required level of safety and effective 

operation of transport facilities. In order to maintain the bridge structural integrity, it is 

necessary to estimate the extent and location of structural damage through periodic 

monitoring. Over the past two decades, as an alternative to manual inspection, there is 

increasing interest in electronic monitoring of bridges, referred to as Structural Health 

Monitoring (SHM), often by obtaining modal parameters of the bridge from dynamic 

vibration (Carden 2004; Chang et al. 2003; Chrysostomou and Stassis 2008; Doebling et 

al. 1998; Magalhães et al. 2012). Generally, to identify the bridge modal parameters, quite 

a number of sensors need to be installed directly on the bridge deck to record dynamic 

responses through vibration experiments. Many related research projects, both numerical 

and experimental, have been carried out (Deng and Cai 2009; Grande and Imbimbo 2016; 

Magalhães et al. 2012). 

Recently, the idea of indirect measurement for bridge monitoring has gained 

popularity as a field of research, which is first proposed by Yang et al. (2004). This refers 

to use of the response measured indirectly in a passing vehicle to extract dynamic 

properties of bridges (Lin and Yang 2005; Yang and Lin 2005). Via vehicle/bridge 

dynamic interaction, the vehicle suspension system is excited by the bridge displacement 

as well as by the surface roughness (Malekjafarian and Obrien 2017; Wang et al. 2016). 

Therefore, it is possible to identify the bridge modal parameters from the indirect 

measurement, if there is enough measurement time and a sufficiently smooth road surface 

profile. In comparison with the traditional approaches, where a limited number of sensors 
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are mounted on the bridge, the indirect approach offers much more spatial information, as 

well as higher resolution in mode shapes, because the instrumented vehicle can receive the 

vibration characteristics of each point as it passes over the entire bridge (Deng and Cai 

2009; Yang et al. 2014). In principal, only one sensor needs to be deployed on the vehicle.  

Through this concept of indirect measurement, the natural frequencies of bridges 

have been extracted from the dynamic responses of vehicles, both numerically and in 

practice (Deng et al. 2019; McGetrick et al. 2009; Tan et al. 2017; Tan et al. 2018; Yang 

and Lin 2005; Yang and Chang 2009). A small number of studies estimate the bridge 

damping ratio using an instrumented vehicle (González et al. 2012; Keenahan et al. 2013; 

McGetrick et al. 2009).  McGetrick et al. (2009) showed that in the spectra of vehicle 

accelerations, the intensity of Power Spectral Density (PSD) at both bridge and vehicle 

frequency peaks, decreases with increased bridge damping. As a result, the changes in the 

magnitude of PSD can be used as an indicator of damage in the bridge (Keenahan et al. 

2013). In a theoretical study, González et al. (2012) adopt a half-car Vehicle Bridge 

Interaction (VBI) model with a road profile, to assess bridge damping by minimizing the 

sum of squared errors and hence estimate damping. 

In an alternative strategy, a number of researchers have studied the feasibility of 

constructing the bridge mode shapes using indirect measurements (Kong et al. 2016; Kong 

et al. 2017; Malekjafarian and Obrien 2014; Malekjafarian and Obrien 2017; Marulanda et 

al. 2017; Obrien and Malekjafarian 2016; Oshima et al. 2014; Yang et al. 2014; Zhang et 

al. 2012). Zhang et al. (2012) first attempted an indirect approach to the extraction of mode 

shape-related characteristics of a bridge and verify its feasibility numerically and 

experimentally. They proposed the installation of a controllable shaker on a vehicle and 
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the recording of the applied forces. Oshima et al. (2014) proposed a multi-axle truck-trailer 

convoy system for bridge damage detection and estimated the mode shape using an indirect 

approach. The vehicles perform two functions, both exciting the bridge and measuring the 

response to that excitation at three or more moving points simultaneously.  For N trailers, 

N segments of bridge response are recorded at the same time at different locations on the 

bridge. By applying Singular Value Decomposition to these signals, a mode shape vector 

containing N components, corresponding to the defined areas, are identified for each mode. 

This approach finds the mode shapes, but with low resolution.  

Malekjafarian and Obrien (2014) proposed a novel algorithm which uses Short 

Time Frequency Domain Decomposition to estimate bridge mode shapes from the dynamic 

response of the vehicle, an improvement on the concept proposed in by Malekjafarian and 

Obrien (2017); (Obrien and Malekjafarian 2016). However it has only been verified in 

numerical studies so far. Kong et al. (2016) proposed a method using a specialized vehicle 

consisting of a tractor and two following trailers to extract the bridge modal properties, 

which can eliminate the effect of road roughness and the driving-related frequencies from 

the vehicle response, and numerically verified it. Marulanda et al. (2017) developed an 

approach of mode shapes identification using mobile sensors under harmonic excitation.  

Yang et al. (2014) theoretically developed the possibility of constructing the bridge 

mode shapes directly from a transform of the measured response on a passing vehicle; they 

used the Hilbert Transform (HT). This algorithm is considered as a single-input-single-

output system where the bridge is only excited by one moving point under the wheel and 

the response is measured at the same point. It neglects bridge damping, which is found to 

have a non-negligible impact on the extracted mode shapes.  
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This paper proposes an algorithm to extract the damping ratios and mode shapes of 

bridges from indirect measurements considering the bridge damping, enhanced by HT. 

First the theoretical closed-form solution is derived based on a simple VBI model where 

the vehicle is represented by a moving sprung mass and is passing over a simply supported 

beam at a constant low speed. Then, through numerical simulation, the feasibility of the 

new approach is demonstrated and the factors that affect the accuracy of the proposed 

algorithm are investigated. Finally, a laboratory experiment is carried out to further 

demonstrate the feasibility of the proposed algorithm. 

  

 

Hilbert Transform 

The Hilbert transform (HT) of a function, 𝑠(𝑡), is defined by: 

𝑠̂(𝑡) = 𝐻(𝑠(𝑡)) =
1

𝜋
𝑃. 𝑉. ∫

𝑠(𝜏)

𝑡−𝜏

+∞

−∞
𝑑𝜏    (1) 

in which P.V. denotes the Cauchy principal value. In practice, HT is defined as the 

convolution of 𝑠(𝑡) with a unit impulse function of P.V.1/πt. The HT has a particularly 

simple representation in the frequency domain: it imparts a phase shift of 90° to every 

Fourier component of a function, i.e. 𝐻(cos (𝜔𝑡)) = cos (𝜔𝑡 − 𝜋/2), where 𝜔 > 0.  Using 

the signal of 𝑠(𝑡)and 𝑠̂(𝑡), one can obtain an analytical signal, 𝑧(𝑡), represented by the sum 

of real and imaginary parts, as follows: 

𝑧(𝑡) = 𝑠(𝑡) + 𝑖𝑠̂(𝑡) = 𝐴(𝑡)𝑒𝑖𝜃(𝑡)             (2) 

where 

𝐴(𝑡) = √𝑠2(𝑡) + 𝑠̂2(𝑡); 𝜃(𝑡) = 𝑡𝑎𝑛−1 (
𝑠̂(𝑡)

𝑠(𝑡)
)   (3) 
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The time-dependent functions, 𝐴(𝑡)  and 𝜃(𝑡) , represent the instantaneous 

amplitude and instantaneous phase of the analytical signal, respectively. It is well known 

that the instantaneous amplitude function, (𝑡) , can be regarded as the envelop function of 

𝑠(𝑡)  (Huang 2014). The HT has the basic property of linearity, i.e., if 𝑎1  and 𝑎2  are 

arbitrary (complex) scalars, and 𝑔1(𝑡) and 𝑔2(𝑡) are signals, then  

𝐻(𝑎1 𝑔1(𝑡) + 𝑎2 𝑔2(𝑡)) = 𝑎1 𝑔̂1(𝑡) + 𝑎2 𝑔̂2(𝑡)     (4) 

Further, the HT behaves well with respect to convolution, since  

𝐻( 𝑔1(𝑡) ∗  𝑔2(𝑡)) =  𝑔̂1(𝑡) ∗  𝑔2(𝑡) =  𝑔1(𝑡) ∗  𝑔̂2(𝑡)   (5) 

 

 

Theoretical Formula and Algorithm 

 

Analytical Theory 

To highlight the dynamic characteristics of the coupled vehicle and bridge 

interaction (VBI), a simply-supported beam traversed by a sprung mass vehicle is 

considered (Figure 1) (Brady et al. 2006; Frýba 2013). The following assumptions are 

adopted without losing the generality of the problem: (1) the beam is of the Bernoulli–

Euler type with constant cross section; (2) only a single moving vehicle is considered 

passing on the beam at any one time; (3) the vehicle mass is assumed to be small compared 

with that of the bridge, and the inertial effect of the vehicle is neglected; (4) the vehicle 

passes over the beam at a constant speed; (5) the damping of the beam is of the Rayleigh 
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type; (6) road roughness is ignored in the derivation and (7) before the arrival of the vehicle, 

the bridge is at rest.  

 

 

Figure 1. Theoretical model of vehicle and bridge  

 

As shown in Figure 1, the vehicle is simply modeled as a lumped mass mv, 

supported by a spring of stiffness 𝑘𝑣 and it passes over a simply supported beam of length 

L. The modeled beam is assumed to be of constant mass density 𝑚̅ per unit length, have 

constant bending rigidity EI, external damping coefficient,  𝑐𝑏,𝑒 , and internal damping 

coefficient 𝑐𝑏,𝑖. The external damping system represents the resistance in some types of 

bearing; the internal damping system characterizes the viscoelastic properties of the 

material.  Based on these assumptions, the equations of motion for the bridge and vehicle 

are:  

𝑚̅𝑢̈ + 𝑐𝑏,𝑒𝑢̇ + 𝑐𝑏,𝑖𝐼 𝑢̇"" + 𝐸𝐼𝑢"" = 𝑓𝑐(𝑡)𝛿(𝑥 − 𝑣𝑡)                   (6) 

𝑚𝑣𝑞̈𝑣  + 𝑘𝑣(𝑞𝑣 − 𝑢|𝑥=𝑣𝑡) = 0                     (7) 

where 𝑢(𝑥, 𝑡) denotes the vertical displacement of the modeled beam; 𝑞𝑣(𝑡) denotes the 

vertical displacement of the vehicle, measured from its static equilibrium position, and a 

dot and a prime represent the derivative with respect to time t and with respect to 

longitudinal coordinate x, respectively.  

mv

kv

qv
..

L

v

ub

x

EI,m
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With the assumption that the bridge mass is much greater than the vehicle mass ( 

𝑚𝑣/𝑚̅𝐿 ≪ 1), the total displacement response of the bridge to the moving vehicle can be 

expressed as (Yang et al. 2004): 

𝑢(𝑥, 𝑡) =
∆𝑠𝑡,𝑛

√(1−𝑆𝑛
2)2+4𝑆𝑛

2𝜀𝑏,𝑛
2

× [sin (
𝑛𝜋𝑣𝑡

𝐿
− 𝛼) 𝑠𝑖𝑛

𝑛𝜋𝑣𝑡

𝐿
−

𝑆𝑛

√1−𝜀𝑏,𝑛
2

𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡sin (𝜔𝑑,𝑛𝑡 − 𝛽)𝑠𝑖𝑛
𝑛𝜋𝑣𝑡

𝐿
]   (8) 

where 𝜔𝑏,𝑛  represents the natural frequency of the bridge for the nth mode, 𝜀𝑏,𝑛  is the 

corresponding damping ratio; 𝜔𝑣 is the vibration frequency of the vehicle; 𝛼 and 𝛽 are the 

phase angles; ∆𝑠𝑡,𝑛 is the static deflection induced by the vehicle for the nth mode; 𝑆𝑛 is a 

non-dimensional speed parameter, and 𝜔𝑑,𝑛 is the damped frequency of vibration of the 

beam and, 

𝜔𝑏,𝑛 = (
𝑛𝜋

𝐿
)2√

𝐸𝐼

𝑚̅
  (9) 

 𝜀𝑏,𝑛 = 2𝑚̅𝜔𝑏,𝑛        (10) 

𝜔𝑣 = √
𝑘𝑣

𝑚𝑣
                (11) 

𝛼 = tan−1 (
2𝑆𝑛𝜀𝑏,𝑛

1−𝑆𝑛
2 )         (12) 

𝛽 = tan−1 (
2𝜀𝑏,𝑛√1−𝜀𝑏,𝑛

2

1−𝑆𝑛
2−2𝜀𝑏,𝑛

2 )  (13) 

𝑆𝑛 =
𝑛𝜋𝑣

𝐿𝜔𝑏,𝑛
                      (14) 

∆𝑠𝑡,𝑛=
−2𝜔𝑣𝑔𝐿3

𝑛4𝜋4𝐸𝐼
                (15) 

𝜔𝑑,𝑛 = √1 − 𝜀𝑏,𝑛
2 𝜔𝑏,𝑛    (16) 

Substituting the total displacement of the bridge,  𝑢(𝑥, 𝑡)  in Eq. (8), one can obtain 

the vehicle displacement by Duhamel’s integral (Hu and Tang 2005) and differentiating it 

twice to obtain the vehicle acceleration response as:  
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𝑞̈𝑣(𝑡) = ∑
∆𝑠𝑡,𝑛

2√(1−𝑆𝑛
2)2+4𝑆𝑛

2𝜀𝑏,𝑛
2

{𝐴̿1,𝑛 cos (
2𝑛𝜋𝑣𝑡

𝐿
− 𝛼) + 𝐴̿2,𝑛𝑐𝑜𝑠(𝜔𝑣𝑡 + 𝛼) +𝑛

𝐴̿3,𝑛cos (𝜔𝑣𝑡 − 𝛼) + 𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡 [𝐴̿4,𝑛𝑐𝑜𝑠(𝜔𝑣𝑡 + 𝛽) + 𝐴̿5.𝑛𝑠𝑖𝑛(𝜔𝑣𝑡 + 𝛽) +

𝐴̿6.𝑛𝑐𝑜𝑠 (𝜔𝑏,𝑛𝑡 +
𝑛𝜋𝑣𝑡

𝐿
− 𝛽) + 𝐴̿7.𝑛 cos (𝜔𝑏,𝑛𝑡 −

𝑛𝜋𝑣𝑡

𝐿
− 𝛽) + 𝐴̿8.𝑛𝑠𝑖𝑛(𝜔𝑏,𝑛𝑡 + 𝑛𝜋𝑣𝑡/

𝐿 − 𝛽) + 𝐴̿9.𝑛 sin(𝜔𝑏,𝑛𝑡 − 𝑛𝜋𝑣𝑡/𝐿 − 𝛽)]}(17) 

where the coefficients of 𝐴̿6,𝑛, 𝐴̿7,𝑛, 𝐴̿8,𝑛 and 𝐴̿9,𝑛 as follow (others are also constant non-

time coefficients and are not presented here, as they are not of concern in this study):  

𝐴̿6,𝑛 =
−𝑆𝑛𝜔𝑏,𝑛

2

2√1−𝜀𝑏,𝑛
2

{
𝜇𝑛(1+𝑆𝑛)3+𝜀𝑏,𝑛

2 𝜇𝑛(1+𝑆𝑛)+(1+𝑆𝑛)2−𝜀𝑏,𝑛
2

[(𝜇𝑛(1+𝑆𝑛)+1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
+

−𝜇𝑛(1+𝑆𝑛)3−𝜀𝑏,𝑛
2 𝜇𝑛(1+𝑆𝑛)+(1+𝑆𝑛)2−𝜀𝑏,𝑛

2

[(𝜇𝑛(1+𝑆𝑛)−1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
} (18) 

𝐴̿7,𝑛 =
−𝑆𝑛𝜔𝑏,𝑛

2

2√1−𝜀𝑏,𝑛
2

{
−𝜇𝑛(1−𝑆𝑛)3−𝜀𝑏,𝑛

2 𝜇𝑛(1−𝑆𝑛)−(1−𝑆𝑛)2+𝜀𝑏,𝑛
2

[(𝜇𝑛(1−𝑆𝑛)+1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
+

𝜇𝑛(1−𝑆𝑛)3+𝜀𝑏,𝑛
2 𝜇𝑛(1−𝑆𝑛)−(1−𝑆𝑛)2+𝜀𝑏,𝑛

2

[(𝜇𝑛(1−𝑆𝑛)−1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
}           (19) 

𝐴̿8,𝑛 =
−𝑆𝑛𝜔𝑏,𝑛

2 𝜀𝑏,𝑛

2√1−𝜀𝑏,𝑛
2

{
−𝜇𝑛(1+𝑆𝑛)2−𝜀𝑏,𝑛

2 𝜇𝑛−2(1+𝑆𝑛)

[(𝜇𝑛(1+𝑆𝑛)+1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
+

𝜇𝑛(1+𝑆𝑛)2+𝜀𝑏,𝑛
2 𝜇𝑛−2(1+𝑆𝑛)

[(𝜇𝑛(1+𝑆𝑛)−1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
}     (20) 

𝐴̿9,𝑛 =
−𝑆𝑛𝜔𝑏,𝑛

2 𝜀𝑏,𝑛

2√1−𝜀𝑏,𝑛
2

{
𝜇𝑛(1−𝑆𝑛)2+𝜀𝑏,𝑛

2 𝜇𝑛+2(1−𝑆𝑛)

[(𝜇𝑛(1−𝑆𝑛)+1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
+

−𝜇𝑛(1−𝑆𝑛)2−𝜀𝑏,𝑛
2 𝜇𝑛+2(1−𝑆𝑛)

[(𝜇𝑛(1−𝑆𝑛)−1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
}      (21) 

where  𝜇𝑛 =
 𝜔𝑏,𝑛

𝜔𝑣
  (22) 

To successfully identify the mode shape of a bridge, the component response 

corresponding to the frequency of the nth  bridge mode should be singled out from the 

vehicle accelerations, which is feasible by implementing an appropriate signal processing 
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tool, such as the band-pass filters or singular spectrum analysis (Yang et al. 2014). In this 

way, the extracted bridge component response associated with the nth mode is  

 𝑅𝑏 = 𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡 [𝐴̿6.𝑛𝑐𝑜𝑠 (𝜔𝑏,𝑛𝑡 +
𝑛𝜋𝑣𝑡

𝐿
− 𝛽) + 𝐴̿7.𝑛 cos (𝜔𝑏,𝑛𝑡 −

𝑛𝜋𝑣𝑡

𝐿
− 𝛽) +

𝐴̿8.𝑛𝑠𝑖𝑛(𝜔𝑏,𝑛𝑡 + 𝑛𝜋𝑣𝑡/𝐿 − 𝛽) + 𝐴̿9.𝑛 sin(𝜔𝑏,𝑛𝑡 − 𝑛𝜋𝑣𝑡/𝐿 − 𝛽)]    (23) 

Then this extracted 𝑅𝑏 is processed by the HT to yield its transform pair, 

𝑅̂𝑏 = 𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡 [𝐴̿6.𝑛𝑠𝑖𝑛 (𝜔𝑏,𝑛𝑡 +
𝑛𝜋𝑣𝑡

𝐿
− 𝛽) + 𝐴̿7.𝑛 sin (𝜔𝑏,𝑛𝑡 −

𝑛𝜋𝑣𝑡

𝐿
− 𝛽) −

𝐴̿8.𝑛𝑠𝑖𝑛 (𝜔𝑏,𝑛𝑡 +
𝑛𝜋𝑣𝑡

𝐿
− 𝛽) − 𝐴̿9.𝑛 sin(𝜔𝑏,𝑛𝑡 − 𝑛𝜋𝑣𝑡/𝐿 − 𝛽)]    (24) 

If the vehicle moves slowly enough, the driving frequency 𝑛𝜋𝑣/𝐿 is regarded as 

much less than the bridge frequency 𝜔𝑏,𝑛, i.e. 𝑆𝑛 ≪ 1. Accordingly, the coefficients of 𝑅𝑏 

and 𝑅̂𝑏 reduce to the following: 

𝐴̿6,𝑛 = −𝐴̿7,𝑛 =
−𝑆𝑛𝜔𝑏,𝑛

2

2√1−𝜀𝑏,𝑛
2

{
𝜇𝑛+𝜀𝑏,𝑛

2 𝜇𝑛+1−𝜀𝑏,𝑛
2

[(𝜇𝑛+1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
+

−𝜇𝑛−𝜀𝑏,𝑛
2 𝜇𝑛+1−𝜀𝑏,𝑛

2

[(𝜇𝑛−1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
}    (25) 

𝐴̿8,𝑛 = −𝐴̿9,𝑛 =
−𝑆𝑛𝜔𝑏,𝑛

2 𝜀𝑏,𝑛

2√1−𝜀𝑏,𝑛
2

{
−𝜇𝑛−𝜀𝑏,𝑛

2 𝜇𝑛−2

[(𝜇𝑛+1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
+

𝜇𝑛+𝜀𝑏,𝑛
2 𝜇𝑛−2

[(𝜇𝑛−1)2+𝜀𝑏,𝑛
2 𝜇𝑛

2 ]
}   (26) 

Therefore, from Eq. (3), the instantaneous amplitude of 𝑅𝑏 can be obtained as 

𝐴(𝑡) = √𝑅𝑏
2(𝑡) + 𝑅̂𝑏

2(𝑡) = 2√𝐴̿6,𝑛
2 + 𝐴̿8,𝑛

2 𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡 |𝑠𝑖𝑛
𝑛𝜋𝑣𝑡

𝐿
|   (27) 

Replacing 𝑥 with 𝑣𝑡 in Eq. (27) yields 

𝐴 (
𝑥

𝑣
) = √𝑅𝑏

2(𝑡) + 𝑅̂𝑏
2(𝑡) = 2√𝐴̿6,𝑛

2 + 𝐴̿8,𝑛
2 𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑥/𝑣 |𝑠𝑖𝑛

𝑛𝜋𝑥

𝐿
|  (28)  

In comparison with Yang et al. (Yang et al. 2014), Eq. (28) shows that the amplitude 

history 𝐴(
𝑥

𝑣
)  of the extracted component response includes the mode shape function 

𝑠𝑖𝑛
𝑛𝜋𝑥

𝐿
 of the bridge (in absolute value) multiplied by a constant non-time (or position)-
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related coefficient, 2√𝐴̿6,𝑛
2 + 𝐴̿8,𝑛

2 . However, the bridge damping is observed to shift the 

mode shape in the amplitude history. The following numerical study will provide evidence 

that the mode shape shift caused by bridge damping is non- negligible. Therefore, the 

construction of the mode shape from the amplitude of HT needs to be reformulated 

as 𝐴𝑚𝑜𝑑,𝑛 = 𝐴 (
𝑥

𝑣
) /𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑥/𝑣 and its normalization, which is feasible when the speed 

of the test vehicle is constant.  

 

 

Algorithm 

In the analytical theory, there is a significant assumption that the vehicle mass is 

negligible compared to the bridge mass. In addition, the most important point of the 

proposed algorithm is to keep the vehicle speed as low-and-constant as possible. Its effect 

on accuracy will be investigated through numerical simulation in the following. Based on 

the above derivation, the procedural steps for identifying the bridge modal parameters 

using a passing vehicle response, are as follows (see Figure 2): 

(1) Record the axle acceleration, 𝑅(𝑡), during its passage over the bridge. 

(2) Identify the bridge natural frequencies 𝜔𝑏,𝑛 from the recorded signal, 𝑅(𝑡); this 

step can be carried out using signal processing techniques such as Fourier 

Transform (McGetrick et al. 2009; Yang and Lin 2005; Yang et al. 2014) or 

Wavelet Transform (Tan et al. 2017). 

(3) Single out the component response associated with a bridge natural frequency 

from  𝑅(𝑡) . Principally, with known frequency,  𝜔𝑏,𝑛 , the component response 
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𝑅𝑏,𝑛(𝑡) associated with 𝜔𝑏,𝑛 can be extracted with standard signal processing tools, 

such as band-pass filtering or singular spectrum analysis. A band-pass filter is 

applied in this paper. In practice, selecting a suitable filter and obtaining the 

optimum 𝑅𝑏,𝑛(𝑡), is another challenge. Here, the parameters are varied to overcome 

it. In a 3 dB bandwidth band-pass filter, the parameters of the central frequency, 𝑓𝑐 

and the quality factor,  Q,  determine the filter. The lower and upper cutoff 

frequencies are represented by  𝑓𝑙 = 𝑓𝑐(√1 +
1

4𝑄2 −
1

2𝑄
)  and  𝑓𝑢 = 𝑓𝑐(√1 +

1

4𝑄2 +

1

2𝑄
), respectively. It is noted that a low Q factor gives a broad (wide) bandwidth, 

while a high Q factor gives a narrow (small) bandwidth. By changing the values of 

𝑓𝑐 and Q, the component response, 𝑅𝑏,𝑛(𝑡), is found.  

(4) From these responses, 𝑅𝑏,𝑛(𝑡), the HT is computed to yield 𝑅̂𝑏,𝑛(𝑡), and then a 

series of instantaneous amplitudes, 𝐴𝑛(𝑡), calculated. 

(5) Assuming a series of damping ratios, 𝜀𝑏,𝑛 each amplitude function is adjusted as 

𝐴 (
𝑥

𝑣
) /𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑥/𝑣 and normalized to find the mode shapes 𝐴𝑚𝑜𝑑,𝑛. 

(6) Calculate the modal assurance criteria (MAC) of the achieved  𝐴𝑚𝑜𝑑,𝑛 values and 

compare to theoretical mode shapes. 

(7) The value of  𝐴𝑚𝑜𝑑,𝑛 with the highest MAC is the bridge mode shape. Hence, for 

all 𝑅𝑏,𝑛(𝑡) and 𝜀𝑏,𝑛, identify the maximum MAC and hence the final  𝐴𝑚𝑜𝑑,𝑛 and 

bridge damping ratio.  
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  Figure 2. Flow chart
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9
2
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Numerical Simulation 

To verify the feasibility of extracting the damping ratio and mode shapes of a bridge 

from a passing vehicle, a quarter-car VBI model is adopted as shown in Figure 3. The road 

surface profile is not considered at first and the vehicle is assumed to travel at constant 

speed. The vehicle and bridge properties, listed in Table 1, are based on the 

recommendations of (Cebon 1999). As shown in the proposed algorithm, it is essential to 

identify the bridge frequencies from the vehicle response. However, Yang and Lee (2018) 

pointed out that the higher vehicle damping tends to suppress the vehicle frequencies and 

make the bridge frequencies invisible of the vehicle's spectra. Besides, they also showed 

that the vehicle damping improves the identification of the first bridge frequency from 

vehicle’s spectra considering the road surface roughness. Hence, a suitable vehicle 

damping is adopted here. The dynamic interaction between the vehicle and the bridge is 

modeled in MATLAB. Except where otherwise mentioned, the scanning frequency used is 

200 Hz. The first two natural frequencies of the bridge, fb, are 1.39 Hz and 5.56 Hz. The 

vehicle frequencies are 0.58 Hz and 8.65 Hz.  

 

 

Figure 3. The VBI model used in simulations  
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Table 1.  Vehicle and bridge properties 

Vehicle properties Bridge properties 

ms 14000 kg Span 25 m 

ks 200 kN/m Density 4800 kg/m3 

cs 10 kN s/m Width 4 m 

ma 1000 kg Depth 0.8 m 

ka 2750 kN/m Modulus 2.75×1010 N/m2 

 

 

 
Figure 4. The vehicle acceleration responses 

 

 

The Effect of Bridge Damping 

Figure 4 illustrates the vehicle acceleration responses resulting from bridge 

damping for four scenarios: no damping, 1% (bridge) damping ratio, 3% damping ratio and 

5% damping ratio. Rayleigh damping is applied in each case. To possess enough low speed 

of the moving vehicle as the assumption of theoretical analysis, 2 m/s is adopt in this case 

as suggestion of (Yang et al. 2014). These responses are processed by the fast Fourier 
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transform to yield the frequency spectrum as shown in Figure 5. The first identified 

frequency, at around 1.38 Hz, can be recognized as the first bridge frequency. Using band-

pass filters, the component responses corresponding to the first identified bridge frequency 

are decomposed from the accelerations, as shown in Figure 6 (a). The HT is applied to 

these filtered signals to yield the instantaneous amplitudes, 𝐴(𝑡), as shown in Figure 6 (b).  

 

 

Figure 5. The spectrum of Accelerations 

 

  

(a)                                                           (b) 

Figure 6. Filtered results (a) The filtered signals; (b) the instantaneous amplitude  

 

The separated component without damping oscillates with varying amplitudes that 

are similar to the first mode shape of the bridge. Consequently, its instantaneous amplitude 
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𝐴(𝑡) is quite close to the theoretical first mode shape of the bridge. However, it is observed 

that the bridge damping shrinks and shifts the instantaneous amplitude,  𝐴(𝑡) , in 

comparison to that without damping.  Based on the algorithm presented by Yang et al. 

(2014), which ignores the bridge damping and utilizes the normalized instantaneous 

amplitude of HT associated with the filtered signal to represent the bridge mode shape 

directly, the results are illustrated on Figure 7, referred as to non-corrected mode shape in 

this paper.  

 

 

Figure 7. The non-corrected results of extracted mode shape 

 

As it has shown, the bridge damping apparently left-shifts the extracted mode 

shape, which causes a greater error on the construction of the bridge mode shape with HT, 

although the value of damping ratio is as small as 1%. The instantaneous amplitude with 

damping is revised with 𝐴(𝑡)/𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡 and the results are shown in Figure 8 (a). These’ 

revised instantaneous amplitudes are extremely close to that without damping and confirm 

the theoretical analysis, indicating that this process can remove the damping effect on the 

mode shape extracted with HT. Therefore, the proposed algorithm, referred as to corrected 

approach, can improve to extract the bridge mode shape from a passing vehicle acceleration 
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when the bridge damping exists. These revised instantaneous amplitudes are normalized in 

Figure 8 (b) and represented to the bridge mode shape.  

 

  

(a)                                                           (b) 

Figure 8. Revised result (a) Revised instantaneous amplitude,  𝐴(𝑡); (b) Normalized 

 𝐴𝑚𝑜𝑑 of the bridge 

 

However, it is found that the higher bridge damping ratio generates a stronger edge-

effect as shown in Figure 8, which negatively affects accuracy of the proposed algorithm 

on the mode shape construction and damping ratio identification. This edge-effect happens, 

because the end section of instantaneous amplitude, A(t) is not smooth enough when the 

damping ratio is higher, and the revising process bestially amplifies this section. To 

overcome it, one can appropriately smooth the instantaneous amplitude,  𝐴(𝑡) , before 

revising it. Otherwise, the strong edge-effect section should not be involved in calculating 

the MAC.  
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Extracting Damping Ratio and Mode Shapes 

This section applies the steps described above to extract the bridge damping ratio 

and mode shape. The same case with a damping ratio of 1% is considered. A wide range 

of band-pass filter parameters are considered; central frequency, 𝑓𝑐, ranges from 0.789 Hz 

to 3.239 Hz in steps of 0.01 Hz, and the factor, Q ranges from 0.15 to 4.9 in steps of 0.25. 

For each 𝑓𝑐  and Q, following Steps (3) and (4) of the proposed algorithm, a series of 

instantaneous amplitudes,  (𝑡), is obtained. The corrected function,  𝐴(𝑡)/𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡 , is 

applied in all cases, with the assuming damping ratio ranging from zero to 0.03 in steps of 

0.0005, to create 𝑀𝑜𝑑𝑎𝑙 and then normalize it. For each (Q, fc) pair, only one record for the 

maximum MAC results in these assumed damping ratios. The results for all parameter pairs 

are illustrated in Figure 9. As shown, the maximum MAC happens when 𝑓𝑐 = 1.689 Hz 

and Q = 0.9, implying lower and upper cutoff frequencies of 0.994 Hz and 2.871 Hz 

respectively. For this band-pass filter, the component R(𝑡) associated with the first bridge 

frequency is decomposed as shown in Figure 10 (a) and the corresponding instantaneous 

amplitude is as illustrated in Figure 10 (b).  
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Figure 9. Maximum values of MAC for each assumed parameter pair in the band-pass 

filter  

 

This instantaneous amplitude is applied to the function,  𝐴(𝑡)/𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡  to 

remove the effect of damping and to obtain 𝐴𝑚𝑜𝑑 for each assumed damping ratio. Each 

value of 𝐴𝑚𝑜𝑑, for every damping ratio, yields a MAC that is compared to the theoretical 

one, as shown in Figure 11. When damping ratio equals the actual value of 1%, the highest 

MAC value occurs. The extracted mode shape, with a very high MAC value of 0.9998, is 

shown Figure 12 and compares very well to the theoretical one. In addition, Figure 12 

shows a great improvement of the extracted mode shape with the proposed algorithm 

comparing to that of non-corrected.  

 

Q=0.9 

𝑓𝑐=1.689 

MAC=0.999

8 
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(a)                                                           (b) 

Figure 10. Case study 1 (a) The filtered signal of vehicle response, (b) The corresponding 

instantaneous amplitude 

 

 

Figure 11. Variation of MAC value with damping ratio (highest MAC corresponds to 

actual damping) 
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Figure 12. The extracted first mode shape of the bridge 

 

 

The Effect of Vehicle Speed 

The effect of the vehicle speed on the proposed algorithm is studied, considering 

five different vehicle speeds: v =2, 4, 6, 8 and 10 m/s. The remaining properties of the VBI 

model are kept the same as above. Following the same procedure, the mode shape and 

damping ratio are identified for each vehicle speed and presented in Table 2. The extracted 

mode shapes of the bridge are shown in Figure 13. The effect of vehicle speed on the 

identified results can be clearly seen in Table 2 and Figure 13.  

When the vehicle speed is slow (2 or 4 m/s), the constructed mode shape and 

identified damping ratio match very well with the actual ones. As vehicle speed increases, 

the errors in both damping ratio and mode shape become greater. When the vehicle is 

10m/s, the error is as high as 125%. This finding is consistent with the theoretical analysis 

and studies of (Malekjafarian and Obrien 2014; Yang et al. 2014). 
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Figure 13. The extracted first mode shape of the bridge for different vehicle speeds 

 

Table 2. Extracted damping for different vehicle speeds 

Speed (m/s) 2 4 6 8 10 

Damping ratio 

(Error %) 

0.0100 

(0%) 

0.0100 

(0%) 

0.0105 

(5%) 

0.0160 

(60%) 

0.0225 

(125%) 

MAC 0.9998 0.9989 0.9968 0.9939 0.9914 

 

 

Case Study of Higher Mode Shape 

This section investigates the extraction of a higher mode shape and associated 

damping ratio. The vehicle acceleration of Figure 4, with a damping ratio of 1%, is 

considered (vehicle speed = 2 m/s; without road roughness). As before, the optimum band-

pass filter is first found and applied to obtain the component response associated with the 

second frequency of the bridge, shown in Figure 14 (a). The corresponding instantaneous 

amplitude of the HT can also be obtained and is shown in Figure 14 (b). Clearly, the 

damping ratio has a greater effect on the higher mode shape amplitude than on the first 

mode shape. Nevertheless, the proposed algorithm can accurately identify the damping 
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ratio as 0.01 and the second mode shape of the bridge with high MAC of 0.9986. The 

extracted results are shown in Figure 14 (c) and (d). 

 

  

                        (a) Signal after suitable filtering              (b) Amplitude of HT 

 

                (c) Damping ratio versus MAC                  (d) Extracted mode shape 

Figure 14. The bridge higher modal parameters identification 

 

 

The Effect of Road Surface Roughness 

The effect of road surface roughness is investigated in this section. The road profile 

is generated randomly according to the power spectrum density curve of a “class A” profile, 

as presented by ISO 8608 (ISO 1995). Figure 15 illustrates the vehicle acceleration 
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response considering the generated road roughness when the vehicle velocity is 2 m/s. 

Followed as the above-described process, the mode shapes associated with the first two 

natural frequency of the bridge are extracted, as shown in Figure 16 (a) and (b), 

respectively.  In this case, for the 1st mode shape of the bridge, the damping ratio and MAC 

value are calculated as 0.011 (10% error) and 0.9878, respectively; for the 2nd mode shape, 

the damping ratio and MAC value is calculated as 0.005 (50% error) and 0.9060, 

respectively. Although the band-pass filter can partially remove the random vibration 

caused by the road roughness, the road roughness has negative impact on the proposed 

algorithm, especially for the higher modes. Since the road roughness emerges a wide range 

of spatial frequency into the vehicle acceleration, the road roughness effect cannot be 

removed completely from the extracted mode shapes, using the frequency-domain filtering 

technique (Yang and Lee 2018; Yang et al. 2014). In addition, the extracted higher modes 

are easier to mingle with the road roughness, because of their lower amplitudes of higher 

modes comparing to those of lower modes (Yang et al. 2014).  

 

 

Figure 15. Recorded vehicle response at road roughness 

 



105 
 

 

(a)                                                           (b) 

Figure 16. The extracted mode shapes of the bridge; (a) 1st mode shape; (2) 2nd mode 

shape 

 

 

Laboratory Studies 

A scaled moving vehicle laboratory experiment is performed to investigate the 

feasibility of using indirect measurement to monitor bridge health. The scaled bridge model 

used in the experiment is summarized in Figure 17. Two approach spans are used for 

vehicle acceleration and deceleration. The main span is a 5.4 m simply supported steel 

beam. The beam properties, obtained from the manufacturer and free vibration tests, are 

listed in Table 3. The road surface roughness is also considered in the experiment as shown 

in Figure 17 (e). This road profile was scaled using an electrical tape to pave on both wheel 

paths of the test vehicle at the interval of 100 mm, based on a real road profile measured 

on a 40.4 m road bridge in Japan (Kim et al. (2005)), which was categorized as very good 

(class A) according to the ISO 8608 (ISO 1995). This road profile is intended to be 
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representative of that expected on a typical highway bridge. However, there are some 

discrepancies with the measured profile since the scaled road profile as a superposition of  

steps is formed by a simple construction method using layered tape and plastic strips 

(McGetrick et al. 2015). 

 

Figure 17. Experimental bridge: (a) beam cross section (unit: mm), (b) elevation of set-up, 

(c) laboratory set-up (unit: mm), (d) experimental setup for changing damping ratio, (e) 

experimental road profile. 

(a) 

(b) 

(c) 

(d) 

(e) 
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A scaled moving vehicle laboratory experiment is performed to investigate the 

feasibility of using indirect measurement to monitor bridge health. The scaled bridge model 

used in the experiment is summarized in Figure 17. Two approach spans are used for 

vehicle acceleration and deceleration. The main span is a 5.4 m simply supported steel 

beam. The beam properties, obtained from the manufacturer and free vibration tests, are 

listed in Table 3. The road surface roughness is also considered in the experiment as shown 

in Figure 17 (e). This road profile was scaled using an electrical tape to pave on both wheel 

paths of the test vehicle at the interval of 100 mm, based on a real road profile measured 

on a 40.4 m road bridge in Japan (Kim et al. (2005)), which was categorized as very good 

(class A) according to the ISO 8608 (ISO 1995). This road profile is intended to be 

representative of that expected on a typical highway bridge. However, there are some 

discrepancies with the measured profile since the scaled road profile as a superposition of  

steps is formed by a simple construction method using layered tape and plastic strips 

(McGetrick et al. 2015). 

The damping of the test beam was varied in this experiment, and can be categorized 

in three scenarios: Scenario 1 – no change to the test beam; Scenario 2 – applying old 

displacement transducer at point C on the bridge; Scenario 3 – applying old displacement 

transducers at points A, B, C, D and E and a mass of 17.8 kg at mid-span, as shown in 

Figure 17 (d). The old transducers are used as they provide frictional resistance to bridge 

displacements at the chosen locations. The damping constant changes from 1.6% for the 

initial case to 2.1% and 4.3% due to an additional damper at mid-span and five additional 

dampers respectively. The additional mass is performed to adjust the bridge frequency as 
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frequently damage, that causes changes in damping may cause some change in frequency. 

The additional mass brings about the first natural frequency drop of bridge from 2.69 Hz 

to 2.50 Hz. 

 

Table 3. Structural properties of model girder  

Span 

length L 

(m) 

Material 

density 

(kg/m3) 

Cross 

sectional area, 

A (m2) 

1st natural 

frequency 

(Hz) 

Damping ratio 

for 1st mode, ε 

Second 

moment of 

area 

𝑚4 

5.4 7800 6.7× 10-3 2.69 0.0016 5.77× 10-7  

 

 

   

(a)                                                                (b) 

Figure 18. Experimental vehicle, (a) side view; (b) end view showing sensors. 

 

A scaled two-axle vehicle model is instrumented for the experiments as shown in 

Figure 18. Two accelerometers are mounted on the center of the front and rear axles 

respectively to monitor the vehicle bounce motion. This instrumented vehicle also includes 

a wireless router and data logger that allow the axle acceleration data to be recorded 
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remotely. The vehicle model configurations is given in Table 4. The axle spacing and track 

width are 0.4 and 0.2 m, respectively.  

 

Table 4. Vehicle model properties 

 Mass (kg) Suspension stiffness (N/m) Suspension damping (N ∙ 𝑠/𝑚) 

Axle 1 7.9 2680 16.006 

Axle 2 13.445 4570 27.762 

 

 

The test vehicle was propelled by a motor and pulley system. Its speed, therefore, 

was maintained constant by an electronic controller as it passed over the bridge. The entry 

and exit of the vehicle to the beam were monitored using strain sensors in order to 

synchronize measurements; entry and exit points appeared as peaks in the strain signals. 

The instrumented vehicle speed was 0.93 m/s in this experiment. The vehicle repeatedly 

crossed the bridge, five times for each scenario, at this speed. More details of this 

experiment are given in references (Kim et al. 2011; Kim et al. 2014; McGetrick et al. 

2015). 

In this experiment, extracting the frequency of the bridge using the acceleration 

signal measured on the vehicle was well investigated and is presented by Kim et al. (2011); 

Kim et al. (2014). This paper focuses on the extraction of the damping ratio and mode 

shape of the bridge from the vehicle response. The unsprung acceleration was recorded on 

the rear axle of the vehicle.  
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Figure 19. Rear axle acceleration 

 

Figure 19 illustrates one of five recorded vehicle acceleration signals during its 

passage over the bridge in scenario 1 (time 0 is when it entered the bridge; the end time is 

when it left the bridge). Followed the described algorithm, a series of parameters for the 

band-pass filter and damping ratios are assumed. At these assumed values, the highest 

MAC of the first mode shape is found when 𝑓𝑐 = 2.44 Hz and 𝑄 = 4.5, which gives a 

damping ratio of 0.0165. The values of MAC for each assumed parameter pair of the band-

pass filter are plotted in Figure 20. The results for this maximum MAC, are shown in 

Figure 21. The bridge damping ratio is identified as 0.0165 (compared to the actual value 

of 0.016). The extracted mode shape is also good with a high MAC of 0.9933. In addition, 

the proposed algorithm is demonstrated that is able to greatly improve the extraction of 

mode shape compared to non-corrected results.  
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Figure 20. MAC versus parameters of band-pass filter 

 

Similarly, applying the proposed algorithm to all of the recorded accelerations, the 

extracted damping ratios and MAC values are listed in Table 5. As shown, the extracted 

mode shapes match the theoretical ones quite well, with high MAC values. The mean of 

the five MAC values for the three scenarios are 0.99, 0.96 and 0.97, respectively. Scenario 

2 gives the worst extracted mode shape, perhaps because only one transducer was fitted at 

mid-span which makes the bridge less homogenous than, for example, when five 

transducers are distributed evenly. 

 

 

 

Q=4.5 

𝑓𝑐=2.44 

MAC=0.993

3 
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(a)                                                           (b) 

  
                                      (c)                                                          (d) 

Figure 21. Extraction of mode shape for Test No. 1, Scenario 1; (a) the filtered signal; (b) 

the corresponding instantaneous amplitude of HT; (c) Damping ratio versus MAC; (d) the 

extracted mode shape 

 

The identified mean damping ratios for the three scenarios are 0.0155, 0.0201 and 

0.0270, respectively; while the corresponding theoretical values are 0.016, 0.021 and 

0.043, respectively. The results for scenarios 1 and 2 match the theoretical values very well. 

While the results for scenarios 3 shows a greater error. It is found that this error is due to 

the strong edge-effect result in the higher bridge damping ratio, which is consistent with 

the simulation studies. To overcome it, the algorithm is slightly modified, that is, the MAC 

calculation does not consider the edge-effect section (here simply ignore the last tenth of 
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the entire bridge span). Therefore, the modal parameters are extracted again, and the results 

are listed in Table 5 as well, referred as scenarios 3*. The mean damping ratio is identified 

as 0.0421 matching the theoretical one of 0.043 very well. The test No.1 for scenarios 3* is 

taken as example, shown in Figure 22. It is apparently observed that the higher damping 

ratio has stronger edge-effect compared to that of 1.6%. The non-corrected algorithm does 

not function at all for scenarios 3*.  

 

 
(a)                                                           (b) 

 
                                      (c)                                                          (d) 

Figure 22. Extraction of mode shape for Test No. 1, Scenario 3*; (a) the filtered signal; (b) 

the corresponding instantaneous amplitude of HT; (c) Damping ratio versus MAC; (d) the 

extracted mode shape 
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Table 5. Extracted results for three scenarios with different damping ratios,   

Scenario 
Extracted 

result 

Test No. Mean 

of 5 

tests 

Standard 

deviation 1 2 3 4 5 

Scenario 1 

( = 

0.016) 

Damping 

ratio 
0.0165 0.0165 0.0145 0.0135 0.0155 0.0155 0.0014 

MAC 0.9933 0.9903 0.9871 0.9945 0.9899 0.9910 0.0029 

Scenario 2 

( = 

0.021) 

Damping 

ratio 
0.0200 0.0225 0.0185 0.0180 0.0215 0.0201 0.0019 

MAC 0.9768 0.9310 0.9639 0.9812 0.9454 0.9597 0.0212 

Scenario 3 

( = 

0.043) 

Damping 

ratio 
0.0285 0.0305 0.015 0.031 0.0315 0.0270 0.0070 

MAC 0.9725 0.9650 0.9937 0.9710 0.9546 0.9711 0.0143 

Scenario 

3* 

( = 

0.043) 

Damping 

ratio 
0.0415 0.0420 - 0.0430 0.0420 0.0421 0.0006 

MAC 0.9939 0.9924 - 0.9934 0.9920 0.9929 0.0009 

Note: - means no calculation for this test No.  

 

 

It is of note that both the extracted damping ratio and mode shape are very accurate 

for Scenario 1, compared to the theoretical values. When the bridge damping ratio is high, 

there is strong edge-effect of extracted mode shape, leading to a greater error of the 

damping ratio estimation. By ignoring this edge-effect section of MAC, one can obtain 

accurate damping ratio, but the extracted mode shape is still contaminated at edge-effect 

section. One promising approach to avoid that, is to appropriately smooth the instantaneous 

amplitude of HT before reversing it as aforementioned.  
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CONCLUSION 

This paper proposes an algorithm to extract bridge modal parameters, with a focus 

on damping ratio and mode shapes, using the dynamic response of a passing vehicle. The 

Hilbert Transform is applied to the filtered signals. The feasibility of the concept is 

established through theoretical analysis, numerical simulation and laboratory experiments. 

It is demonstrated that the proposed algorithm is greatly improves the extracted mode shape 

over the algorithm presented by Yang et al. (2014). A key limitation of the proposed 

algorithm at this time is a requirement for the vehicle to have a low and constant speed. 

Besides, the high bridge damping generates a strong edge-effect of the extracted mode 

shapes, negatively affecting the accuracy of the proposed algorithm. In the simulations, it 

is found that an increase in vehicle speed decreases the precision of the extracted results. 

The proposed algorithm is also shown to be capable of extracting the modal parameters of 

the second mode shape with relatively good precision. In addition, it is found that although 

the band-pass filter can partially remove the random vibration caused by the road 

roughness, the road roughness with Class A, i.e., roughness condition of ‘very good’ has 

negative impact on the proposed algorithm, especially for the higher modes. 

The laboratory experiments provide further evidence of the potential of the 

proposed algorithm. It accurately identifies the bridge damping so as to detect the first 

increase of that, only using one sensor installed on instrumented vehicle. It is concluded 

that the proposed algorithm is able to detect the change of bridge damping ratio and higher 

accuracy mode shapes, and has potential for application in the use of indirect measurement 

to monitor bridge health. 
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STRUCTURAL HEALTH MONITORING OF BRIDGES – THE CONFLICTING 

CHALLENGES OF DETECTING GLOBAL AND LOCAL DAMAGE 

 

 

Abstract:  

This paper uses extracted bridge mode shapes to detect bridge damage, including 

both local damage such as that due to a bridge strike and global damage such as that due 

to foundation scour. Typically, only one accelerometer is required, which is mounted on 

an instrumented vehicle passing over the test bridge. This concept is referred to as indirect 

measurement or “drive-by” bridge health monitoring. For a simple vehicle/bridge 

interaction (VBI) model, where the vehicle is represented as a moving sprung mass, a 

closed-form solution for the bridge mode shape is derived from the acceleration response 

of the instrumented vehicle. The validity of the proposed algorithm is numerically verified 

using a VBI model with a quarter-car. In addition, it is shown that the extracted mode shape 

can be used to assess the bridge condition. A damage index based on the extracted mode 

shape is proposed to find the location of damage when it is local and indicate the damage 

level. In the numerical study, the factors that affect the accuracy of the proposed algorithm 

are investigated, including the vehicle speed and measurement noise. Two laboratory 

experiments are conducted to validate the mode shape extraction and bridge damage 

detection processes for cases of both local and global damage. A road surface profile is 

allowed for in the laboratory tests.  
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Keywords: Structure health monitoring (SHM); bridge health monitoring; mode shape; 

indirect measurement; drive-by; damage detection; vehicle bridge interaction. 

 

1. Introduction 

Bridges play a significant role in the transportation network. Maintaining their 

condition is central to the efficient and safe operation of transportation facilities. Road 

owners and managers generally monitor structural condition – seeking to detect and locate 

possible damage – through periodic inspections and carry out repairs if necessary. Manual 

inspection is the conventional approach and is generally considered to be the most effective 

method for periodic monitoring. However, over the last two decades, there have been major 

advances in the concept of Structure Health Monitoring (SHM) using electronic sensors, 

as an alternative to manual inspection. Many SHM methods assess the bridge condition 

using modal parameters such as frequency, damping and mode shape [1-4]. 

Conventionally, bridge SHM uses sensors installed on the bridge structure directly, 

referred as to direct measurement. To obtain the bridge frequency or damping ratio in a 

short/medium span bridge, only one sensor is required to record the dynamic response 

through a simple vibration experiment. In contrast, quite a number of sensors are required 

on the bridge deck to obtain its mode shape. Clearly, the mode shape resolution is directly 

related to the number of sensors used [1, 5]. Thus, in practical terms, it is more difficult to 

obtain the bridge mode shape than the frequency or damping ratio. However, among these 

modal parameters, the mode shape is considered the best at determining the damage 

location. 
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Recently, there is increasing interest in using the response of a passing vehicle to 

extract the dynamic properties of a bridge, a process referred to as indirect measurement 

or “drive-by” bridge inspection [6-10].  Yang, et al. [11] first developed the idea of 

extracting bridge natural frequency from the acceleration response of an instrumented 

passing vehicle. They pointed out that the vehicle suspension system is excited by the 

bridge displacement as well as the surface profile through coupled vehicle/bridge vibration. 

As a result, the vehicle response contains information on the bridge properties. Yang and 

Lin [12] and Yang and Chang [13] verified the feasibility of extracting the bridge frequency 

from a passing vehicle response, numerically and experimentally respectively. Through 

this concept of indirect measurement, González, et al. [14] used a half-car VBI model to 

assess bridge damping by minimizing the sum of squared errors and hence estimate 

damping.  

As another set of bridge modal parameters, mode shapes are important properties 

for many applications in bridge engineering, such as numerical modal calibration and 

updating [15, 16], bridge SHM and damage detection [2-4, 17]. The concept of indirect 

measurement is that the instrumented vehicle is sensitive to the vibration characteristics of 

each point as it passes over the entire bridge length, which generally offers much more 

spatial information, as well as higher resolution in mode shapes, in comparison with the 

direct measurement, where a limited number of sensors are installed on the bridge [18, 19].  

A significant challenge is the short measurement window resulting from the length of time 

a highway-speed vehicle is in contact with a bridge. 

Zhang, et al. [20] first attempted to implement an indirect approach to the extraction 

of mode shape-related characteristics of a bridge, and numerically and experimentally 
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verified its feasibility. In their approach, the instrumented vehicle is equipped with an 

additional controllable shaker, artificially applying a periodic force as the vehicle passes 

over the bridge. Oshima, et al. [21] propose a truck-trailer (multi-axle) convoy system to 

construct mode shapes and detect the bridge damage in an indirect approach. The vehicles 

with a small number (N) of trailers have two functions: exciting the bridge and measuring 

the responses at every contact point simultaneously. Therefore, there are N segments of 

bridge response measured at the same time for each vehicle location on the bridge. These 

synchronous responses can be applied to extract the mode shape vector by applying 

Singular Value Decomposition, but with low resolution. A novel algorithm using Short 

Time Frequency Domain Decomposition to estimate bridge mode shapes from indirect 

measurements is proposed by Malekjafarian and Obrien [22], and improved by 

Malekjafarian and Obrien [23], OBrien and Malekjafarian [24]. In addition, they showed 

that an extracted mode shape with high resolution can be used to detect the presence of 

bridge damage and its location. However, it has only been verified in numerical studies so 

far.  

Yang, et al. [18] developed a single-input-single-output system approach to the 

construction of mode shapes from the acceleration response of a vehicle, where the bridge 

is only excited by one moving point under the wheel and the response is measured at the 

same point. This approach neglects bridge damping, which is found to have a non-

negligible impact on the extracted mode shapes. 

This paper describes an improved “drive-by” bridge mode shape extraction method 

[18] that takes account of bridge damping. The acceleration response is subjected to a band-

pass filter and Hilbert Transform (HT) in succession to construct the mode shape of the 
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bridge. The extracted mode shape has high resolution and can be used to detect bridge 

damage. A damage index based on the extracted mode shape is applied to indicate the 

damage location and even reflect the damage level. A theoretical closed-form solution is 

derived, under the assumption of a simple VBI model, where the vehicle is represented by 

a moving sprung mass and is passing over a simply supported beam with constant speed. 

The validity of the proposed algorithm is numerically demonstrated using a VBI model 

with a quarter-car. The factors that affect the accuracy of the proposed algorithm are 

investigated, including the vehicle speed and measurement noise. Further, a laboratory 

experimental test is conducted to investigate the performance of the mode shape extraction 

and bridge damage detection processes. A road profile is included in the laboratory 

experiment. 

 

 

2. Theoretical Background 

Figure 1 shows the mathematical model of a simple vehicle and bridge dynamic 

interaction, where the vehicle is represented as a moving sprung mass mv, supported by a 

spring of stiffness kv, passing over a simply supported beam with constant speed v. The 

modeled beam of length L is assumed to have constant mass density 𝑚̅ per unit length and 

constant bending rigidity EI. The following assumptions are adopted without losing the 

generality of the problem: [9, 19, 25-29]: (1) the beam is of Bernoulli–Euler type with 

constant cross section; (2) the vehicle mass is assumed to be small compared with that of 

the bridge; (3) the vehicle passes over the bridge at a constant speed; (4) the damping of 

the beam is Rayleigh type; (5) road roughness is ignored; (6) bridge damping is not 
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considered. Based on these assumptions, the vibration equations of motion for the bridge 

and vehicle are: 

 𝑚̅𝑢̈ + 𝐸𝐼𝑢‘‘ = 𝑓𝑐(𝑡)𝛿(𝑥 − 𝑣𝑡)                    (1) 

𝑚𝑣𝑞̈𝑣  + 𝑘𝑣(𝑞𝑣 − 𝑢|𝑥=𝑣𝑡) = 0                     (2) 

where 𝑢(𝑥, 𝑡) represents the vertical displacement of the modeled beam; 𝑞𝑣(𝑡)denotes the 

vertical displacement of the vehicle, measured from its static equilibrium position, and a 

dot and a prime represent the derivatives with respect to time t and with respect to the 

longitudinal coordinate x, respectively.  

 

 

Figure 1. Numerical model of VBI system 

 

Enhanced by the Hilbert Transform (HT), Yang, et al. [18] proposed that the HT 

instantaneous amplitude of the vehicle response includes the bridge mode shapes as:   

𝐴(𝑡) = 𝐴𝑚 |𝑠𝑖𝑛
𝑛𝜋𝑥

𝐿
|  (3)  

where 𝐴(𝑡) represents the HT instantaneous amplitude and 𝐴𝑚 is a constant non-time (or 

position)-related coefficient. Followed by this idea, Tan, et al. [30] showed that bridge 

damping affects the mode shape extracted with HT. The instantaneous amplitude of the 

vehicle acceleration is represented as  

𝐴(𝑡) = 𝐴𝑚
∗ 𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡 |𝑠𝑖𝑛

𝑛𝜋𝑥

𝐿
|   (4) 
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where 𝐴𝑚
∗  is a constant coefficient similar to 𝐴𝑚; 𝜀𝑏,𝑛 and 𝜔𝑏,𝑛 are bridge damping ratio 

and frequency of the nth mode shape, respectively. 

As Eq. (4) shows, the amplitude history 𝐴(𝑡) includes the mode shape function 

𝑠𝑖𝑛
𝑛𝜋𝑥

𝐿
 of the bridge (absolute value) multiplied by a constant coefficient, which is 

consistent with Eq. (3), where the bridge damping is not considered. However, the bridge 

damping appears to shift the mode shape in 𝐴(𝑡). To obtain greater accuracy in the mode 

shapes, the construction of the mode shape squares (MOSS) from the amplitude of the HT 

is reformulated as 𝑀𝑂𝑆𝑆𝑛 = 𝐴(𝑡)/𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡 and normalized, which is feasible when the 

speed of the test vehicle is constant.  

Bridge mode shapes have been used as an indicator of damage for many years. Fan 

and Qiao [31], Hadjileontiadis, et al. [32], Shi, et al. [33] use changes in the mode shapes 

for damage identification, and others [34, 35] use mode shape curvature that is more 

sensitive to local damage. Since the proposed method constructs mode shapes using data 

from a moving sensor (not fixed coordinates), the results are considered as approximate. 

Therefore, using the mode shape estimates, a damage index approach proposed by Zhang, 

et al. [20], is adopted. It is referred to here as the MOSS concept.  As the mode shapes are 

normalized, a scaling factor 𝛼 is introduced, representing the minimum distance between 

the damaged and undamaged mode shapes [20]: 

𝛼 =
𝑀𝑂𝑆𝑆𝑛

𝑑∙𝑀𝑂𝑆𝑆𝑛
𝑢

𝑀𝑂𝑆𝑆𝑛
𝑑∙𝑀𝑂𝑆𝑆𝑛

𝑑  (5) 

where  𝑀𝑂𝑆𝑆𝑛
𝑑  and 𝑀𝑂𝑆𝑆𝑛

𝑢 are the 𝑛𝑡ℎ  MOSS values of the damaged and undamaged 

structures, respectively. Then the damage index is defined by calculating the discrepancy 

between the MOSS values of damaged and undamaged bridges as,  

∆𝑛= 𝑀𝑂𝑆𝑆𝑛
𝑢 − 𝛼𝑀𝑂𝑆𝑆𝑛

𝑑  (6) 
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When the damage location is not required, another damage indicator based on the sum of 

differences between the MOSSs for the damaged and undamaged bridges is defined by 

Obrien and Malekjafarian [36]: 

𝐷𝐼𝑛
∗ =

1

𝑛𝑠𝑠
∑ |𝑀𝑂𝑆𝑆𝑛

𝑢(𝑗) − 𝛼𝑀𝑂𝑆𝑆𝑛
𝑑(𝑗)|𝑛𝑠𝑠

𝑗=1  (7) 

 

This paper proposes to detect the bridge damage using the extracted bridge mode 

shapes with drive-by data. The procedural steps can be summarized as follows [18]:  

(1) Acquire the bridge frequency  𝜔𝑏,𝑛 and damping ratio 𝜀𝑏,𝑛. In practice, they can be 

obtained from a current or previous simple vibration experiment, or design values.  

(2) Calculate the corresponding instantaneous amplitudes, 𝐴𝑛(𝑡) , with the target 

bridge natural frequency. 

(3) Reformulate the amplitude history with 𝐴𝑛(𝑡)/𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡, and then normalize it to 

output MOSS.  

(4) Compare the output MOSS to that of the undamaged bridge and calculate the 

damage index.  

 

 

Figure 2. The VBI model used in simulations 
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3. Numerical Examples 

Numerical simulations are used here to check the validity of the method proposed 

in section 2. A quarter-car model passing over a simply supported beam is adopted as 

shown in Figure 2, where the vehicle is again assumed to travel at constant speed. The 

vehicle and bridge properties are listed in Table 1. The vehicle frequencies are 0.58 Hz and 

10.33 Hz. The first natural frequency of the bridge is 3.86 Hz. The road surface profile is 

not considered, and the time step is selected as 0.005 sec.  

 

Table 1. Vehicle and bridge properties  

Vehicle properties Bridge properties 

ms 14300 kg Span 15 m 

ks 200 kN/m Density 4800 kg/m3 

cs 10 kNs/m Width 4 m 

ma 700 kg Depth 0.8 m 

ka 2750 kN/m Modulus 2.75×1010 N/m2 

  Damping ratio 0.02 
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3.1 Extracting MOSS from vehicle acceleration 

 

 

Figure 3. The vehicle acceleration response  

 

 

(a)                                                                    (b) 

Figure 4. Filtered vehicle response, (a) Acceleration; (b) Instantaneous amplitude 𝐴(𝑡) 

 

Figure 3 illustrates the vehicle acceleration response to passage over the bridge. In 

this case, the vehicle travels at a speed of just 2 m/s, in order to be sufficiently slow [18] 

for the assumption of the theoretical analysis in section 2. It is acknowledged that such a 
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low speed is unrealistic and may not even be enough to excite the bridge dynamically – 

higher speeds will be considered in the next subsection. The acceleration is processed by a 

suitable band-pass filter to distill out the single component associated with the bridge first 

natural frequency. The filtered signal is shown in Figure 4 (a) and the resulting 

instantaneous amplitude in Figure 4 (b). Yang, et al. [18] take a normalized version of this 

instantaneous amplitude to represent the relative mode shape of the bridge directly. 

However, it is observed that its shape in the figure has an apparent left-shift compared to 

that of the theoretical first bridge mode shape. This phenomenon happens due to the bridge 

damping effect as shown in Eq. (4), in comparison to Eq. (3). The revised process is applied 

to the instantaneous amplitude history, and the result is shown in Figure 5 (a). Finally, the 

revised amplitude history is normalized to obtain the bridge MOSS as shown in Figure 5 

(b), where it is compared to the theoretical mode shape and that of Yang, et al. [18]. As can 

be seen, the extracted MOSS matches the theoretical one very well. Thus, it is concluded 

that the bridge damping effect is not negligible in the MOSS extracted using the HT 

method. The accuracy of the extracted mode shape is evaluated using the modal assurance 

criterion (MAC) as follows:  

𝑀𝐴𝐶 =
|∅𝑒

𝑇∅𝑡|
2

|∅𝑒
𝑇∅𝑒||∅𝑡

𝑇∅𝑡|
   (8) 

where ∅𝑒 and ∅𝑡 denote the extracted and theoretical mode shapes, respectively. In this 

case, the MAC value is 0.9992.  
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3.2 The effect of vehicle speed 

The effect of the vehicle speed on the proposed algorithm is studied, considering 

six different speeds: v = 2, 6, 10, 14, 18 and 22 m/s. The remaining properties of the VBI 

model are kept the same as above. Following the same procedure, the bridge MOSS is 

identified for each vehicle speed. The results show that the bridge MOSS can still be 

extracted well as vehicle speed increases. The MAC values are illustrated in Figure 6, 

which shows good values, even at higher speeds. While the MAC value decreases as 

vehicle speed increases (except for 2 m/s), all values are greater than 0.993.  

 

 

(a)                                                                    (b) 

Figure 5. Revised process results: (a) Instantaneous amplitude; (b) Extracted MOSS 
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Figure 6. MAC values at different vehicle speeds  

 

 

3.3 Damage detection using the extracted MOSS 

In this section, local damage in the bridge is modeled using the damage model of 

Sinha, et al. [37], i.e. the stiffness loss is assumed to extend over a region of three times 

the beam depth. In this case, the element stiffness is taken to vary from a minimum value 

(maximum damage) at the crack location to full stiffness at a distance of 1.5 depths from 

the crack. The level of damage is defined by the ratio of the crack depth to the depth of the 

undamaged bridge. For example, a damage level of 10% means that the crack depth is 0.08 

m for a 0.8 m deep bridge. 

In this simulation, the damage is located at 6 m distance from left end, with three 

levels: 10%, 30% and 50%. The vehicle speed is 14 m/s. It is well known that damage 

changes the bridge natural frequency and, for concrete bridges, the damping ratio, which 

is the prerequisite of the proposed method. To detect bridge damage with the extracted 

MOSS, there is no necessity to update the current bridge frequency and damping ratio. That 
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is say, the healthy condition values of bridge frequency and damping ratio can be used to 

construct the MOSS. The damage, if present, will be reflected in the damage index anyway. 

Figure 7 (a) shows the first MOSS for the three damage scenarios, compared to the 

healthy case. The MAC values are calculated as 0.9967, 0.9966, 0.9966 and 0.9965, 

corresponding to the bridge condition of 0%, 10%, 30% and 50% damage respectively. 

Based on Eq. (6), the damage index is calculated and is illustrated in Figure 7 (b) for each 

damage level. A peak close to the damage location can be seen when the damage level is 

30% or more. The results demonstrate the ability of the algorithm to detect and, to some 

extent, localize damage. The damage indicator DI∗ defined in Eq. (7) is calculated for each 

of the damage scenarios and is shown in Figure 8. It is clear that DI∗ is well-correlated 

with the level of damage.  

 

   

(a)                                                                    (b) 

Figure 7. Influence of Damage on MOSS: (a) Extracted MOSS for different damage 

levels; (b) Damage index  
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Figure 8. Damage index 𝐷𝐼∗ at different damage levels 

 

 

3.4 Influence of Measurement Noise 

To further investigate the feasibility of the proposed method, the effect of random 

noise in the measurements is investigated. Additive Gaussian white noise is combined in 

this section with the acceleration signal that is, according to [38], given by:  

𝐴𝑝𝑜𝑙𝑙 = 𝐴 + 𝐸𝑛𝑠𝑒 × 𝑁  (9) 

where 𝐴𝑝𝑜𝑙𝑙 is the signal containing noise, A is the original signal containing no noise, 𝑁 

is a standard normal distribution vector with zero mean and unit standard deviation and 

𝐸𝑛𝑠𝑒 is the energy in the noise. The term,  𝐸𝑛𝑠𝑒 is determined from the definition of SNR 

as follows: 

𝑆𝑁𝑅 = 10𝑙𝑜𝑔10
𝑣𝑎𝑟(𝐴)

𝐸𝑛𝑠𝑒
2   (10) 

where 𝑆𝑁𝑅 is the ratio of the power in the signal to the power in the noise and 𝑣𝑎𝑟(𝐴) is 

the variance of the signal. 
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Generally, noise with SNR level of 40 is considered for the acceleration measurement [36], 

which is added to the accelerations in this case. The results, shown in Figure 9, indicate 

that damage can still be detected from the index in the presence of noise. This is despite 

the fact that the band-pass filtering process in proposed algorithm reduces the impact of 

measurement noise, to some extent.  

 

 

Figure 9. Damage index in presence of measurement noise  

 

 

5. Experimental Study 

 

5.1 Local Damage Detection 

A scaled moving vehicle laboratory experiment is performed to investigate the 

feasibility of using indirect measurement for bridge health monitoring. The scaled bridge 

model used in the experiment is summarized in Figure 10. On either side of the 5.4 m 

simply supported test span, additional spans are used for vehicle acceleration and 

Damage 

location 
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deceleration. The beam properties, obtained from the manufacturer and from free vibration 

tests, are listed in Table 2. Track surface roughness is also considered in the experiment as 

shown in Figure 10 (d). This profile was scaled using electrical tape on both wheel paths 

of the test vehicle at intervals of 100 mm, based on a real road profile measured on a 40.4 

m road bridge in Japan (Kim, et al. [39]), which was categorized as very good (class A) 

according to the ISO 8608 [40]. This profile is intended to be representative of that 

expected on a typical highway bridge. However, there are some discrepancies with the 

measured profile since the scaled profile as a superposition of steps is formed using a 

simple construction method with layered tape and plastic strips [41].  
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Figure 10. Scale model bridge: (a) Photograph of set-up, (b) Beam cross section (unit: 

mm), (c) Elevation, (d) Track profile. 

 

Table 2.  Structural properties of model girder 

Span 

length L 

(m) 

Material 

density 

(kg/m3) 

Cross 

sectional area, 

A (m2) 

1st natural 

frequency 

(Hz) 

Damping ratio 

for 1st mode, 𝜀 

Second 

moment of 

area 

𝑚4 

5.4 7800 6.7×10-3 2.7 0.0016 5.77× 10-7  

(a) 

(b) 

(c) 

(d) 
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(a)                                                                (b)  

Figure 11. Experimental vehicle: (a) Side view; (b) End view showing accelerometers. 

 

Table 3. Vehicle model properties 

 Mass (kg) Suspension stiffness (N/m) Suspension damping (N ∙ s/m) 

Axle 1 7.9 2680 16.006 

Axle 2 13.445 4570 27.762 

 

 

A scaled two-axle vehicle model is instrumented for the experiments as shown in 

Figure 11. Two accelerometers were mounted at the centers of the front and rear axles 

respectively to monitor the vehicle motions. This instrumented vehicle also included a 

wireless router and data logger that allowed the axle acceleration data to be recorded 

remotely. The vehicle model configuration is given in Table 3. The axle spacing and track 

width are 0.4 and 0.2 m, respectively.  

The test vehicle was propelled by a motor and pulley system. Its speed, therefore, 

was kept constant by an electronic controller as it passed over the bridge. The entry and 

exit of the vehicle to the beam were monitored using strain sensors in order to synchronize 

measurements: entry and exit points appeared as peaks in the strain signals. The scaled 
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vehicle speeds adopted for this experiment are 0.93, 1.16 and 1.63 m/s, represented here 

by v1, v2 and v3 respectively. The vehicle repeatedly crossed the bridge, five times at each 

speed. More details of this experiment are given in references [41-43]. 

 

 

Figure 12. Rear axle acceleration 

 

Figure 12 shows one of five recorded vehicle acceleration signals during its passage 

over the bridge at a speed of v1. A band-pass filter is applied to the signal and a revised 

process associated with the bridge damping ratio as 𝐴𝑛(𝑡)/𝑒−𝜀𝑏,𝑛𝜔𝑏,𝑛𝑡. Then the process 

described in Section 3 is used to extract the bridge MOSS. The results are shown in Figure 

13. Bridge damping has a significant effect on the mode shape inferred from the amplitude 

history of HT as can be seen by comparing Figure 13(b) and (c).  The revised procedure 

provides a good match with the theoretical mode shape – Figure 13(d) – with a MAC value 

of 0.9971.  

 

2nd 

axle 

enters 

2nd 

axle 

exits 
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(b)                                                           (b) 

  

                                      (c)                                                          (d) 

Figure 13. Extraction of MOSS for Test No. 1, speed of v1 (time measured from arrival 

of Axle 2): (a) filtered signal; (b) corresponding instantaneous amplitude of HT; (c) 

revised amplitude history; (d) extracted mode shape.  

 

Similarly good results were found for five runs at speed v1. Consistent with the 

numerical results, the accuracy diminishes significantly as vehicle speed is increased, as 

can be seen from the MAC values plotted in Figure 14. The mean of the five MAC values 

for the speeds of v1, v2 and v3 are 0.995, 0.963 and 0.869 respectively.  
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Figure 14. MAC values for different speeds (note: the dotted line represents the average 

value of five runs) 

 

 

 

(a)                                                           (b) 

Figure 15.  Damage scenarios (dimensions in mm), (a) elevation, (b) beam cross section  
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(a)                                                           (b) 

 

                                      (c)                                                          (d) 

Figure 16. Extracted MOSS’s for each scenario: (a) undamaged; (b) damage scenario D1; 

(c) scenario D2; (d) scenario D3. Note: two of the runs for scenario D2 are not shown 

here due to a sensor malfunction. 

 

To investigate the feasibility of detecting damage, material in the cross-section of 

the model bridge was progressively removed and the tests repeated. This damage was 

applied over a 700 mm length in the left half of segment No. 2, illustrated in Figure 15 (a). 

The damage was effected by removing equal parts of both flanges of the steel beam in the 

damage area as shown in Figure 15(b). There were three damage scenarios, D1, D2 and 

D3, corresponding to the removal of 5, 10 and 15 mm of flange respectively on each side. 



145 
 

The section 2nd moment of area for these damage scenarios was reduced by 13.6%, 27.2% 

and 39.4% respectively for D1, D2 and D3. The vehicle speed was maintained at 0.93 m/s 

for this damaged bridge experiment. The vehicle crossed the bridge repeatedly, five times 

for each scenario, at this speed.   

 

 

Figure 17. MAC values for different bridge conditions. Note: the dashed line represents 

the average value of five runs; 

 

The bridge MOSS’s were extracted from all of the recorded unsprung accelerations 

and are illustrated in Figure 16. The corresponding MAC values are shown in Figure 17. 

It is clear that, as the damage level increases, the average MAC values decrease. In 

addition, as seen in Figure 16, the results exhibit greater variability in MOSS between runs 

for the damaged scenarios, including for the lowest damage level, D1. The average MOSS 

from the five repeat runs for each damage scenario are shown in Figure 18 (a). The damage 

indices defined by Eq. (6) are calculated based on the average MOSS results and illustrated 

in Figure 18 (b). It can be seen from these experimental results that the damage index tends 

to increase with increasing damage and may also give an indication of damage location.  
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                                              (a)                                                           (b) 

Figure 18. Experimental results: (a) Average extracted MOSS for different damage 

levels; (b) Damage index based on MOSS 

 

An alternative damage index, 𝐷𝐼∗ can be calculated based on the average MOSS 

for the bridge in its healthy state. This index exhibits a clear increase from damage scenario 

D1 to D2, but no significant additional change from scenario D2 to D3 (𝐷𝐼D1
∗ =0.0409; 

𝐷𝐼D2
∗ =0.0823; 𝐷𝐼D3

∗ =0.0828). Figure 19 plots this damage index for the healthy state and 

scenario D1. The average MOSS of the five repeat runs for the undamaged scenario is set 

as the baseline, 𝑀𝑂𝑆𝑆𝑛
𝑢. The healthy bridge indices vary but not by much. For the lowest 

level of damage, D1, the index increases significantly and consistently for all five runs.  

Figure 20 illustrates the variability in the damage index results for different runs 

and damage levels. For example, for one run at damage level D2, the peak value of the 

index is quite close to a run with damage level D1 while another is close to a run with 

damage level D3. Clearly, while the index is correlated with the level of damage, one run 

is insufficient to determine the damage level accurately. At this time, it is necessary to 

average the results from a number of runs to reduce the variability and provide a more 

accurate indication of damage level.  

Damaged 

area 

Damaged 

area 
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Figure 19. Extracted damage indices for undamaged scenario (dashed curves) and 

damage scenario D1 (solid curves). 

 

 

Figure 20. Particular cases where damage index is a poor indicator of damage level 

 

 

5.2 Global Damage Detection 

While local damage results in small changes in the mode shape, global damage, by 

its nature, affects the overall behavior of the structure and should be easier to detect from 

the extracted MOSS. Figure 21 shows an experimental bridge constructed in the same 

laboratory at the University of Kyoto, to determine if global damage due to foundation 

scour can be detected by a moving vehicle. The model bridge had four simply supported 

Damaged 

area 

Damaged 

area 
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spans with the three internal piers supported on springs to represent the vertical stiffness 

provided by pad foundations. The starts and ends of the bridge had rigid supports. 

Approach and exit lengths were also present to allow the traversing vehicle to accelerate 

and decelerate. Table 4 gives the properties of each span. 

 

Table 4. Span details 

Property  Unit Value 

Span length mm 1300 

Span width mm 300 

Span depth mm 8.07 

Second moment of area  

(rectangular cross section) 

m4 1.31 × 10-8 

Young’s Modulus N m-2 2.05 × 1011 

Density kg m-3 7850  

 

 

The combined stiffness of the four support springs representing each pier was 196 

N mm-1, which was verified from load-displacement tests. A static scaling criterion was 

used to calculate appropriate values for the support stiffness. Here, the support stiffness 

was selected so that the ratio of bridge mid-span deflection (for a unit load at mid-span) to 

foundation deflection (for a unit load directly above the support) was the same for both the 

experimental case and a full-scale benchmark case. The foundation stiffness for the full-

scale benchmark was calculated using the approach of Adhikary, et al. [44] and assuming 

a pad foundation of dimensions 2 m × 4 m.  To model scour, the springs were replaced 

with springs of lesser stiffness. Here, two scour cases were examined which equated to 
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24.5% and 44.9% stiffness loss from the healthy case (stiffness loss at pier 2 or pier 3 as 

shown in Figure 21 (a)). 

 

 

(a) 

 

(b) 

Figure 21. Four-span experimental bridge: (a) Elevation; (b) spring supports between 

spans. 
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3 

PIER 
2 

PIER 
1 



150 
 

 

Figure 22. Experimental Vehicle 

 

Figure 22 shows the experimental vehicle that was used which consisted of a tractor 

towing a trailer. Both the tractor and trailer had four sprung wheels with a steel plate resting 

on these springs. The tractor had a front and rear axle stiffnesses of 3066 N m-1 (i.e. 2×1533 

N m-1 springs) and 3506 N m-1 (i.e. 2×1753 N m-1 springs) respectively. The trailer had 

equal stiffnesses in each axle of 16,928 N m-1 (i.e. 2×8464 N m-1). The tractor and trailer 

had masses of 24.3 kg (of which 20.7 kg was sprung) and 13.7 kg (of which 10.1 kg was 

sprung) respectively. A vehicle velocity of 1.26 m/s was used in these experiments. The 

vehicle repeatedly crossed the bridge, 30 times for each scenario, at this speed.   

In free vibration tests, it was found that the tractor had bounce and pitch frequencies 

of 3.1 Hz and 5.5 Hz respectively and the trailer had bounce and pitch frequencies of 6.6 

Hz and 3.5 Hz respectively. Seven accelerometers were installed on the test bridge to obtain 

its modal parameters (one accelerometer at center of each span and one over each pier). 

Frequency Domain Decomposition (FDD) was applied to the bridge acceleration signals 

Sensor 
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in free vibration and the first five bridge frequencies determined as 9.8 Hz, 11.7 Hz, 14.1 

Hz, 16.4 Hz and 21.9 Hz.  

 

 
                                              (a)                                                           (b) 

Figure 23. Experimental results: (a) Extracted MOSS for 10 repeat runs, (b) average 

MOSS 

 

 
Figure 24. Experimental result with damage at pier 3 

 

The proposed approach is applied on the recorded axle accelerations to extract the 

bridge mode shapes.  However, it is found that in this case, this approach only performs 

excellently on extracting the 5th bridge mode shape, since the extracted results shows well 

Pier 3 
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repeatability for repeat runs with bridge frequency of 21.9 Hz. For other bridge frequencies, 

there is no apparent repeatability of the extracted results for repeat runs. Hence, the 5th 

bridge mode shape is extracted and used to assess the bridge conditions. Figure 23 (a) plots 

the extracted MOSS of ten successive-repeated runs when the test vehicle passes over the 

healthy bridge. The average MOSS from the ten runs is calculated and shown in Figure 23 

(b), comparing to the simulation and test mode shape (here is MOSS with absolute value). 

The test mode shape is calculated based on the aforementioned seven accelerometers 

mounted on the bridge with free vibration. As Yang, et al. [18] pointed out, this proposed 

Hilbert-based approach is sensitive to the vicinity of nodal point of mode shapes, where 

shows clear error comparing to the theoretical one. 

Similarly, 10 successive-repeated times experiment test at damaged conditions with 

pier 3 are randomly selected and analyzed, and the average MOSSs are illustrated in Figure 

24. Based on the equation (6), the damage index are calculated using these average MOSSs, 

shown in Figure 25. In order to comparison, one extracted MOSS at undamaged condition 

is utilized to calculate the damage index, represented as healthy condition. As shown, the 

damage index value is smooth and small for the healthy condition. When the global damage 

happened, the damage index shows a great change and there is an apparent peak happened 

at the damaged location, increased by the damage severity.  In addition, another damage 

index  𝐷𝐼∗  is calculated as well (undamaged=0.0309; 24.5% loss=0.1986; 44.9 % 

loss=0.2086).  
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Figure 25. Damage index with pier 3 

 

 
                                              (a)                                                           (b) 

Figure 26. Experimental result with damage at pier 2; (a) the extracted average MOSSs, 

(b) damage index 

 

Similarly, the proposed algorithm is used to investigate the global damage 

happened on pier 2. Ten successive-repeated times for three conditions (healthy, 24.5% 

loss and 44.9% loss) are calculated respectively, and the results are illustrated on Figure 

26. The damage index can show a great difference between healthy and damage bridge 

conditions as well. The damage index 𝐷𝐼∗ is also calculated for this case (healthy=0.0310; 

Pier 3 

Pier 2 Pier 2 
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24.5% loss=0.1209; 44.9 % loss=0.1456). As shown, there is a great change from 

undamaged to 24.5 % loss condition, but a small change from 24.5 % loss to 44.9% 

condition.  

 

 

6. CONCLUSIONS 

This paper proposes an algorithm to detect bridge damage using the extracted mode 

shape from a passing vehicle. The mode shape is extracted using Hilbert Transform. The 

feasibility of the concept is established through theoretical analysis, numerical simulation 

and laboratory experiments. In both simulations and experiment, high vehicle speed is 

found to have a negative effect on the accuracy of the extracted mode shape.  In the paper, 

different kinds of damage – local and global are investigated in the experiment, which are 

represented by decreasing the stiffness of beam or foundations, respectively. For any 

damage types, the used damage index, to some extent, can not only localize damage but 

also reflects the damage level. Besides, it is suggested that averaging several runs is 

necessary to localize damage and reflect damage level accurately. 
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WAVELET-ENTROPY APPROACH FOR DETECTION OF BRIDGE DAMAGES 

USING DIRECT AND INDIRECT BRIDGE RECORDS 

 

 

Abstract 

Bridges as a key component of road networks require periodic monitoring to detect 

structural degradation for early warning. Early detection of loci and extent for structural 

flaws is essential to maintain bridges functioning safely. The elegant properties of 

Continuous Wavelet Transform (CWT) in analyzing the signal in both time and frequency 

domains was the impetus to extensively employ this technique in Structural Health 

Monitoring applications. However, the faint signature of structural damages in the recorded 

bridge responses curtails the merits of employing this technique. Furthermore, the selection 

process for the optimal CWT parameters that could capture signal discontinuities due to 

structural damages is an arbitrary process, which adds another level of uncertainty to 

Wavelet Transforms. This paper investigates compiling Shannon entropy to CWT to infer 

the loci and extents of structural damages in bridges. Entropy is a measure used to evaluate 

the randomness of the data. The more stochastically the data, the higher the entropy. In this 

article, Shannon entropy is utilized to associates a proper probability density function for 

the used wavelet to measure the entropy of the wavelet function at different scales. 

Implementing this technique facilitates selecting the optimal CWT parameters to better 

depict the signal, and hence identifying signal discontinuities becomes viable. The paper 

numerically investigates the fidelity of the proposed approach to identify bridge damages 
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using mid-span bridge response as well as using indirect records from a vehicle passing 

over the bridge. An implicit Vehicle-Bridge Interaction (VBI) algorithm is utilized to mimic 

the vehicle bridge interaction dynamics for different scenarios. 

Keywords: Bridge Health Monitoring, Shannon Entropy, Non-destructive evaluation, 

Wavelet Transform, Wavelet entropy, Drive-by Bridge Inspection.  

 

 

1. Introduction 

The wavelet transform is highly sensitive to discontinuities in signals, and for a 

long time has been utilized as a robust signal processing tool. Usually, it is used to identify 

sharp changes in continuous or discrete signals, which are often indicative of damage. 

Several studies have proven the robustness of wavelet based-algorithms in identifying the 

intensities and locations of structural damages, both numerically and utilizing scaled 

laboratory tests (Hou et al. 2000; Liew and Wang 1998; Lu and Hsu 2002). Rucka and 

Wilde (2006) utilized Gaussian wavelet and reverse biorthogonal wavelet to effectively 

detect the damage position of the one-dimensional beam and two-dimensional plate, 

respectively, without knowledge of neither the structure characteristics nor their 

mathematical model. In another field of study, Douka et al. (2003); Khorram et al. (2012) 

established a correlation between the crack size and the highest magnitude for the 

coefficient of the wavelet. Hester and González (2012) proposed a wavelet-based approach 

using wavelet energy content, instead of wavelet coefficient, which showed to be more 

sensitive to damages. In tandem with that, Poudel et al. (2007); Shahsavari et al. (2017) 

utilized wavelet analysis in extracting beam mode shapes as a metric to localize the damage.  
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Although the mode shapes (Poudel et al. 2007; Rucka and Wilde 2006; Shahsavari 

et al. 2017) or deflection (Douka et al. 2003; Nguyen and Tran 2010; Zhu and Law 2006) 

of a beam can be used as input signals for damage detection, on a bridge site, it may not be 

easy to measure them to the required level of accuracy and at high scanning frequencies 

(Hester and González 2012). Many kinds of research, therefore, investigated the use of 

bridge’s acceleration as the input signal (Cantero and Basu 2015; Hester and González 

2012; Hou et al. 2000; Kaloop and Hu 2015; Tan et al. 2017; Wang et al. 2016). 

Recently, authors started to investigate invoking wavelet transform in the drive-by 

bridge inspection field. Drive-by bridge inspection is the science of utilizing indirect 

readings from a transit inspection vehicle to monitor the structural deterioration of bridges. 

This field of research has emerged when Yang et al. (Yang et al. 2004; Yang and Lin 2005) 

investigated the feasibility of extracting the fundamental bridge frequencies from the 

vehicle’s response. The author found that for a smooth road profile, the vehicle axle 

acceleration spectrum is dominated by the bridge frequency. Further, for different bridge 

damping ratios, they observed an apparent drop in the signal power as the damping ratio 

increases. The latter observation illuminates the fidelity of utilizing indirect vehicle 

responses in monitoring the bridge health condition. Following Yang’s work, Nguyen and 

Tran (2010) applied a Symlet wavelet transform to the displacement response of a moving 

vehicle to infer the severity and the location of bridge cracks. The authors theoretically 

simulated the vehicle bridge interaction dynamics utilizing a four degree-of-freedom half 

car and a cracked finite element beam. The study revealed that the algorithm sensitivity 

extensively dropped when the vehicle speed increased. In similar work, Khorram et al. 

(2012) performed a numerical investigation to compare the performance of direct and 
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indirect wavelet-based damage detection approach. The deflection response were applied 

as input signals. They pointed out that the indirect method showed more efficacy on 

damage detection than the direct method. The indirect method can even detect small cracks 

with a depth of 10% of beam depth. Although their method showed good performance, the 

vehicle is idealized as a moving force, neglecting the vehicle inertial component.  

Acceleration responses of moving sensors can be also applied to detect the bridge 

damage (Cantero et al. 2019; Deng and Cai 2009; Fitzgerald et al. 2019; Tan et al. 2017; 

Xu and Wu 2007). Fitzgerald et al. (2019) numerically investigated the feasibility of using 

bogie acceleration measurements from a passing train with wavelet analysis to detect the 

presence of bridge scour. McGetrick and Kim (2014); McGetrick and Kim (2013) 

highlighted that damaged section used to induce a clear discontinuity in the acceleration 

response of the passing vehicle, which in return affects the wavelet coefficient. This feature 

allows damage to be identified and located, only if the vehicle traverses the bridge with 

considerably low driving speed (2.5m/s).  

Successful utilization for wavelet transform requires proper selection for the 

wavelet scale. Wavelet scale plays an essential role, as it outlines the required frequency 

band to observe or analyze the objective signal. Wavelet transform can be calculated at 

every possible scale. A high scale associates to low frequency content, while a low scale 

corresponds to high frequency content (Hester and González 2012). The selection of 

appropriate/optimum scale has always been a challenge for users in the application of 

wavelet transform (Chatterjee et al. 2006; Chen et al. 2009). In most SHM applied with 

wavelet transforms, they aim to find and localize the discontinuity component of signals 

indicated by abnormal behavior of structures. It is well understood that not all the wavelet 
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coefficient give the desired results. Nguyen and Tran (2010) highlighted that only particular 

scale associated with wavelet coefficient can provide the identifiable result of damage. Up 

to date, there is no criterion for selecting the scale values, and the process is currently done 

arbitrarily and subjectively.  

This paper introduces a Wavelet Entropy Theory (WET) to select the optimum scale 

that provides better detection of acceleration signal discontinuities. The article utilizes the 

signal Entropy as a metric in the scale selection process. Entropy is one of the fundamental 

notions of science, which generally refers to disorder or uncertain (de Oliveira 2015). 

Shannon (2001) proposed the concept of information entropy (Shannon entropy), which is 

defined as a measure of the average information content produced by a stochastic data as 

random events. The more stochastically the data, the higher the entropy. Therefore, 

Shannon entropy can be utilized to measure the energy distribution of the stochastic data. 

For Continuous Wavelet Transform, each wavelet shape can be associated with a 

probability density function that allows defining the entropy of the wavelet function (de 

Oliveira and de Souza 2006). The objective of this article is to compile Shannon Entropy 

with Wavelet Transform, to find the scale that has the lowest possible entropy for a 

particular signal. This scale will be the most representative scale to this signal, as it has the 

lowest entropy. In tandem with that, the wavelet of this scale will be very sensitive to any 

signal disorder, therefore damage detection becomes viable. This framework is what 

introduced as Wavelet Entropy Theory (WET).  
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2 Wavelet Entropy Theory Background 

 

2.1 Wavelet transform 

The wavelet analysis is a robust signal processing technique, which relies on the 

introduction of an appropriate basis and a characterization of the signal by the distribution 

of amplitude in the basis. If the wavelet is required to form a proper orthogonal basis, it 

has the advantage that an arbitrary function can be uniquely decomposed and the 

decomposition can be inverted (Rosso et al. 2001). The wavelet is a smooth and rapidly 

vanishing oscillation function with outstanding localization in both time and frequency 

domain. The continue wavelet transform (CWT) of a function 𝑓(𝑡)  is defined as the 

integral transform of 𝑓(𝑡) with a family of wavelet functions 𝛹𝑎,𝑏(𝑡) for each a and b: 

                                                      𝑊𝑇(𝑎, 𝑏) = ∫ 𝑓(𝑡)
+∞

−∞
𝛹𝑎,𝑏(𝑡)𝑑𝑡           (1) (1) 

where 

                                                               𝛹𝑎,𝑏(𝑡) =
1

√𝑎
𝛹 (

(𝑡−𝑏)

𝑎
)                       (2) (2) 

is called daughter wavelet derived from mother wavelet 𝛹(𝑡), satisfies the properties of 

∫ 𝛹(𝑡)𝑑𝑡 = 0
+∞

−∞
 and ∫ |𝛹(𝑡)𝑑𝑡|

+∞

−∞
< ∞; a and b are real-valued parameters, denoting the 

scale and translation parameters, respectively.  

 

 

2.2 Shannon Entropy 

In science, entropy is commonly associated with the amount of disorder/order; the 

higher the entropy the greater the disorder (Blackburn 2005). The random event or 

unpredictability, can be measured in terms of entropy. Claude Shannon, who is the father 
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of entropy theory, gives a useful criterion for analyzing and comparing probability 

distribution (Shannon 2001). It allows to measure the amount of information for any 

distribution using the concept of Shannon entropy. Assuming a discrete random variable X 

with possible values [x1... xn] and the probability distribution function P(X), such that 

∑ 𝑃(𝑥𝑖) = 1𝑛
𝑖=1 , the entropy can explicitly be defined as: 

                                                       𝐸𝑒𝑛𝑡𝑟𝑜𝑝𝑦(𝑋) = − ∑ 𝑃(𝑥𝑖)𝑙𝑜𝑔2𝑃(𝑥𝑖)
𝑛
𝑖=1           (3) (3) 

where set 𝑃(𝑥𝑖)𝑙𝑜𝑔2𝑃(𝑥𝑖) = 0 when  𝑃(𝑥𝑖) = 0. 

It should be noted that 𝐸𝑒𝑛𝑡𝑟𝑜𝑝𝑦(𝑋) is a function of the probabilities of the random 

variable, P (X = x), in a sample (X) and not the random variable itself (x) (Bulusu and 

Plesniak 2015). This is in agreement with the fact that maximum entropy o f a discrete 

random variable is achieved by a uniform distribution (de Oliveira and de Souza 2006; 

Shannon 2001). Now considering the example of a coin toss, not necessarily fair, assume 

the probability of heads is represented by 𝑃(ℎ) while the probability of tails is 1 − 𝑃(ℎ). 

Followed by the above equation, the entropy of this coin toss corresponding to 𝑃(ℎ) is 

plotted in Figure 1. The entropy of the unknown result of the next toss of the coin is 

maximized when the coin is fair (practically it is a uniform distribution). This is the 

situation of maximum uncertainty as it is most difficult to predict the outcome of the next 

toss. It is well understood that if the coin is not fair, there is less uncertainty, since one side 

is more likely to come up than the other; the more unfair the less uncertainty. Accordingly, 

the reduced uncertainty is quantified in a lower entropy. For instance, if 𝑃(ℎ) is 0.9, then 

the entropy of the coin toss becomes lower as 0.469. Extremely, a coin toss using a coin 

that has two heads and no tails (𝑃(ℎ) = 1) has zero entropy since the coin will always 

come up heads, and the outcome can be predicted perfectly. As it has shown, the Shannon 
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entropy is effective to measure the amount of uncertainty in the random data or event. It 

concluded once again that a system associated with the higher entropy has more uncertainty 

with greater information (Saviotti 1988). In contrast, a system associated with the lower 

entropy has the ordered state, consequently providing more stable, reliable or useful 

information to some extent.  

 

 

Figure 1. The entropy of coin toss experiment 

 

 

2.3 Algorithm of Optimum Wavelet-Scale Search 

As mentioned above, wavelet functions can be dilated into infinitely large or 

infinitesimally small scales (a). Therefore, a question that naturally arises by wavelet users 

is when or how to exit from the process of wavelet transformation; more specifically, what 

wavelet scale applies on the measured signal can effectively describe the interest of the 

user? For example, as shown in Figure 2, the interest of application on wavelet is to detect 

the abrupt in the contaminated sine function. Using the finer scale daughter wavelet to 

approximate the objective signal, that highlight the noise component, leads to a number of 

The Outcome of the Experiment is 

unpredictable = heights entropy   

The Outcome of the Experiment is 

definite = Lowest entropy 
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redundant coefficients as noticeable distractions from the main results (Kailas and 

Narasimha 1999). While the greater scale daughter wavelet will dilute the wave shape, 

resulting in disability of detecting the partial changes of signals. How to select the optimal 

scale have always been the challenge in the application of wavelet transform. With the aid 

of Shannon entropy measure, optimal scale “a” (a2) can be identified to depict signal 

discontinuity, which implies a presence of damage.  

 

 

Figure 2.  Schematic of WET technique application  

 

The energy of the wavelet coefficients at particular scales a can be described as: 

                                                      𝐸𝑒𝑛𝑒𝑟𝑔𝑦(𝑎) = ∑ |𝑊𝑇(𝑎, 𝑏)|2𝑁
𝑖=1                                      (4) (4) 

where N is the total number of wavelet coefficients.  

The energy probability distribution of the wavelet coefficients is quantitatively 

described as:  

                                                         𝑝𝑖 =
|𝑊𝑇(𝑎,𝑏)|2

𝐸𝑒𝑛𝑒𝑟𝑔𝑦(𝑎)
  with  ∑ 𝑝𝑖 = 1𝑁

𝑖=1                             (5)  (5) 

Therefore, the wavelet Shannon entropy at each scale associated with the energy 
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probability distribution can be calculated based on equation (3). Recall that the higher the 

entropy the greater the disorder, so the optimal scale of daughter wavelet to approximate 

the measured signal should have the lowest Shannon entropy value, which can provide the 

most ordered situation to observe or most effectively represent the original signal. In the 

same vein, this scale will be the most sensitive to any signal disorders. In fact, a very 

ordered process could be thought of as a periodic mono-frequency signal (signal with a 

narrow band spectrum). A wavelet representation of such a signal will be greatly resolved 

in one unique wavelet resolution level (particular scale a), which in consequence the 

Shannon entropy will be near zero or of a very low value (Ren and Sun 2008). However, 

in previous example the ideal ordered process is not exist. The optimal scale a2 associated 

with lowest Shannon entropy provides the most ordered process in this case comparing to 

others.  

From another perspective, a lower Shannon entropy value, which is attributed to 

lower signal uncertainty, translates to a higher concentration of the signal energy (Bulusu 

and Plesniak 2015). As it has shown in the example, the wavelet coefficients at both of the 

smaller scale (a1) and greater scale (a3) have the apparently dispersed energy distribution 

with higher Shannon entropy. Contrarily, the wavelet coefficients associated with lowest 

Shannon entropy greatly concentrate the energy at the position of the change happened. 

That is also the exact interest of detecting discontinuity or damage component from the 

measured signal in SHM applications.  

The composition of Wavelet Transform, and Shannon Entropy can be summarized 

in the following steps:  

(1) Acquisition of the measured data 𝑋(𝑡).  



172 
 

      (2) Applying WT on 𝑋(𝑡) at series of scales from 1 to M with Eq. (1).  

(3) Calculating the wavelet energies at each scale and their energy probability 

distribution using Eq. (4) and Eq. (5). 

(4) Calculating wavelet Shannon entropy at each scale to select the scale which is 

associated with lowest entropy value as the optimal scale for damage detection with 

Eq. (3). 

 

 

3 Numerically Investigating the Fidelity of WET 

In order to investigate the fidelity and effectiveness of the proposed approach, a 

simple example is given as below. Consider a sinusoidal signal 𝑋(𝑡) = sin(10𝑡 + 0.2) 

where; the sample size is 1000 and the sampling frequency is 1000Hz. The discontinuity 

presents at [300-350] sample window by adding a step function with 0.1 magnitudes. The 

signal has been contaminated by a White Gaussian Noise of 40dB noise intensity. Figure 3 

shows the original and the corrupted signals.  

Wavelet Analysis has been applied with mother wavelet of ‘Gaussian2’ to identify 

the signal discontinuity section, and the contour map is illustrated in Figure 4. In this plot, 

time and scale are represented by two mutually perpendicular horizontal axes, while 

wavelet coefficient is on the vertical axis. The variation of the signal power is depicted in 

the figure by the color intensity. As shown, it is difficult to directly identify the 

discontinuity section from Figure 4.   
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                                               (a)                                                 (b) 

Figure 3. Test signal, (a): The original signal with discontinuity; (b): The contaminated 

signal 

 

 

Figure 4. Wavelet transform of the signal from scale 1 to 300 

 

To examine the proposed approach, first the wavelet coefficients energy at each 

scale from 1 to 300 are calculated using the Eq. (4). Then, the energy probability 

distribution of wavelet coefficients at each scale are obtained by applying the Eq. (5). 

Finally, the wavelet entropy at each scale is computed with the Eq. (3) and the results are 

shown in Figure 5. The minimum entropy presents at scale “a” of 4. The wavelet coefficient 

at scale 4 is taken out and illustrated in Figure 6 (b). It is evident in the figures that signal 

disorder has become clearly visible. The wavelet transform plot is rescaled as shown in 

Discontinuity section 
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Figure 6 (a) for this scale, which shows two highlighted lines indicating the start and end 

points of signal discontinuity.  

 

  

Figure 5. The Shannon entropy from scale 1 to 300 

 

 

                                               (a)                                                 (b) 

Figure 6. Result of example (a): Wavelet transform of signal from scale 1 to 8; (b): The 

wavelet coefficient at scale 4 

 

However, there are apparent edge effect happened, which is a common challenge 

in the field of wavelet-based application. The edge effect may interfere the decision of the 

damage detection. To avoid the edge effect, the ideal and simple way is to acquire much 

longer signal before and after the target component of signal, without introducing new 
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discontinuity. But that’s not always possible. Alternately, the target signal can also be 

extended with some techniques to decrease edge effects, such as zero paddings, periodic 

extension, symmetric extension, and data windowing, and so on (Torrence and Compo 

1998). Figure 7 plots the wavelet coefficient at scale 4 of the contaminated signal in Figure 

3 (b) after using the zero paddings technique. As shown, there is no clear edge effect that 

may compete with the effect of damage.  

 

 

Figure 7. The wavelet coefficient at scale 4 after zero padding 

 

Table 1.Vehicle and bridge properties 

Vehicle properties Bridge properties 

ms 14300 kg Span 20m 

ks 200 kN/m Density 4800kg/m3 

cs 10 kN s/m Width 4m 

ma 700 kg Depth 0.8m 

ka 2500 kN/m Modulus 2.75×1010 N/m2 

 

 

Discontinuity section  
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4 Application of WET to VBI model 

In this section, the feasibility of WET on localizing the bridge damage is 

investigated. Implicit Vehicle-Bridge Interaction (VBI) solver algorithm is utilized to 

mimic the vehicle bridge interaction dynamics (Elhattab et al. 2016; Tan et al. 2019). Then, 

both of responses of the bridge (direct Measurements) and the passing vehicle (indirect 

Measurements) are applied to the proposed algorithm to localize the bridge damage.  

 

 

4.1 Application of WET to a quarter-car model 

First, the vehicle is modeled as a quarter-car model crossing a 20-m approach 

distance followed by a 20-m simply supported bridge. The vehicle masses are represented 

using a sprung mass, ms, and un-sprung mass, ma, which are representing the vehicle axle 

mass and body mass respectively. The vehicle has axle mass bouncing degree of freedom 

“ua” as well as sprung mass bouncing degree of freedom “us”. The properties of the quarter-

car are listed in Table 1 (Cebon 1999; Harris et al. 2007). The dynamic interaction between 

the vehicle and the bridge has been implemented in MATLAB. Unless otherwise mentioned, 

scanning frequency is set as 1000Hz. The bridge fundamental frequencies are 2.07Hz and 

8.38Hz; whereas the vehicle frequencies are 0.57Hz and 10.33Hz, respectively. Structural 

damage is modeled utilizing the damage mode of Sinha et al. (2002). The damage level is 

defined as the ratio of the crack depth to the depth of the intact bridge. For instance, 0.1 or 

10% damage level implies that a crack depth equals 0.08 m for a bridge with a depth of 0.8 

m.  
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Figure 8. The VBI model 

 

The vehicle is simulated by crossing the approach and the bridge with a constant 

speed of 2.5m/s. Figure 9(a) illustrates the mid-span acceleration response for the VBI 

model mentioned above. The x-axis shows the normalized position of the vehicle axle on 

the bridge with respect to the bridge length (L) (0 and 1 when the axle is at the start and 

end of the bridge, respectively). The bridge is damaged at 0.35L (L = bridge span) where 

the damage level is set to 0.5. The road surface profile is not considered in this case. In 

application of wavelet, the choice of wavelet is important. Different wavelets with different 

characteristic may give different results. Hester and González (2012) pointed out that 

Gaussian 2 and Mexican Hat were the most successful at identifying the type of damage 

investigated in their research, which is the same type to this paper. Therefore, Shannon 

entropy is computed for wavelet scales with Gaussian 2 and plotted as shown in Figure 9 

(b). The optimal scale is found to be around 440; which will satisfy the minimal value of 

Shannon entropy. The wavelet coefficient at this particular scale is taken out and showed 

in Figure 9 (c). The plot shows an evident peak around the crack position.  
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                       (a)                                          (b)                                              (c) 

Figure 9: WET on direct measurement (a) bridge mid-span acceleration, (b) Shannon 

entropy, (c) wavelet coefficient 

 

 

                                               (a)                                                 (b) 

Figure 10. Wavelet coefficients, (a) Scales from 1 to 400, (b) scales from 1 to 800 

 

There are some traditional wavelet-based approaches for structural damage 

detection, who use CWT contour map to represent the damage location directly (Hou et al. 

2000; Kim and Melhem 2004). In their approaches, no method was proposed to select the 

range of scales that can identify the damage. However, it is found that the range of scale is 

important for damage detection. For example, the contour map associated with this case, 

as shown in Figure 10 (a), scale from 1 to 400, is not able to indicate any damage 
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information. While the contour map as shown in Figure 10 (b), scale from 1 to 800 can 

show the difference happened at the bridge damage location, even it is not obvious. It is 

clearly observed that Figure 9 (c) shows a better result than Figure 10 (b) for damage 

detection.  

 

 

                       (a)                                          (b)                                              (c) 

 

                       (d)                                          (e)                                              (f) 

 

                       (g)                                          (h)                                              (i) 

Figure 11. Wavelet coefficients at different scales  
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To further compare the proposed approach with the traditional approach, where 

CWT constants are randomly selected, in this case the wavelet coefficient with Gaussian 

2, at different manually picked scales were presented in Figure 11. It is evident from the 

plots that the best scale that provides the best observation for the damage is where the 

Entropy of the Wavelet Energy is minimal (a=440). Lower scales (a =100  300) have the 

highest entropy (as depicted in Figure 9-b) therefore there is no sign of damage in their 

corresponding wavelet plots as presented in Figure 11 a-b-c. On the other hand, higher 

scales (500  700) have lower entropy, and therefore damage is representable in their 

corresponding wavelet coefficient plots. The figure points out that the optimal scale that 

has the highest sensitivity to the signal disorder (or the signal discontinuity due to bridge 

damage) is where Shannon entropy is minimal. This finding establishes the fidelity of the 

proposed technique in selecting the appropriate wavelet scale to identify signal 

discontinuities that present in the structure responses due to the existence of cracks or flaws. 

In addition, it is found that the wavelet coefficient with Mexican Hat can present similar 

result indicating crack location as well, where the optimal scale is 319. 

Discrete wavelet transform (DWT) is another traditional approach used to detect 

structural damage existence and loci (Hou et al. 2000; Ovanesova and Suarez 2004). 

Generally, the details at level 1 from the DWT are used for indicating structural damage, 

based on its obvious discontinuity. Hence, this acceleration in Figure 9 (a) is applied with 

5-level DWT to decompose and all the details for each level are illustrated in Figure 12. 

However, level 1 detail, as well as the other details show no sign for any damage 

information. In this case, it concludes that the bridge acceleration contains the damage 

information, but it is weak. It is difficult to extract the damage component information from 
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the recorded bridge acceleration response. The proposed approach shows more 

effectiveness to detect the damage than the one of DWT-based and contour map.   

 

 

Figure 12. Details in wavelet decomposition of acceleration response at 5 levels  

 

Then, with the same case, the application of WET to indirect measurements is also 

investigated. The vertical acceleration of the quarter-car axle mass is used as the source 

signal. The signal is presented in Figure 13(a). The acceleration response is analyzed with 

Gaussian 2. The wavelet scale that provides the minimum entropy has been utilized to plot 

the wavelet coefficient. The location of the damage is evident in the plot as shown in Figure 

13(c). Furthermore, the plot shows a better identification (higher sensitivity) to structural 

damages when the vehicle response is used.  
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                       (a)                                          (b)                                              (c) 

Figure 13. WET on indirect measurement (a) vehicle acceleration, (b) Shannon entropy, (c) 

wavelet coefficient.  

 

 

4.2 Application of WET with random traffic 

Then, the scenario of the two quarter-cars is simulated that another vehicle 

representing random traffic passes on the bridge. The traffic vehicle has the same 

characteristic with the test/instrumented vehicle, where the dynamic properties of ms is 

8300kg and others are kept same (the weight ratio of traffic vehicle to test vehicle is 0.6). 
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discontinuity into bridge/vehicle acceleration response which is captured by the wavelet 
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higher sensitivity to structural damages than the one of direct measurement.  

 

  

                                  (a)                                                         (b) 

Figure 14. WET on direct measurement with traffic. a) Bridge mid-span acceleration, (b) 

wavelet coefficient.  

 

 

                                    (a)                                                        (b) 

Figure 15. WET on indirect measurement with traffic. a) Vehicle acceleration, (b) wavelet 

coefficient. 
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4.3 Application of WET to Half-car model 

To further investigate the fidelity of the proposed WET on damage detection, a 

theoretical half-car model is adopted to represent the behavior of the vehicle as shown in 

Figure 16. This half-car model has four independent degrees of freedom, which correspond 

to vehicle body sprung mass bounce displacement, us, sprung mass pitch rotation, θ, and 

two tires displacement, uaR and uaF, respectively. The vehicle body mass is represented by 

the sprung mass, ms and its moment of inertia is represented as, Is. The vehicle body 

connects to the tire via a combination of spring of linear stiffness kR or kF and viscous 

dampers with damping coefficient, CR or CF. maR and maF represent tire mass of each axle 

and these masses contact to the road surface via springs of linear stiffness kT. D1 and D2 

represent the distance of each axle to the vehicle’s center of gravity, respectively. All of 

those instrumented vehicle properties are listed in Table 2.  

 

 

Figure 16. Half-car model  
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Table 2. Parameters of half vehicle model 

Vehicle properties 

ms 16600 kg Is 95765 kg m2 

kR 400 kN/m kF 400 kN/m 

cR 8 kN s/m cF 8 kN s/m 

maR 700 kg maF 700 kg 

kT 1750 kN/m kF 1750 kN/m 

D2 1.05m D1 1.95m 

 

 

The bridge properties are kept the same with the previous case, where the damage 

is still set at 0.35L at level 0.5. Figure 17 (a) shows the bridge mid-span acceleration when 

the half-car moved through the bridge with a constant speed of 2.5 m/s. The x-axis shows 

the normalized position of the vehicle rear axle on the bridge with respect to the bridge 

length. To detect the bridge damage, the proposed WET approach is applied to these signals. 

The optimum scale providing the minimum Shannon entropy value, is achieved as 438, 

and the corresponding wavelet coefficient is illustrated in Figure 17 (b). Similar to multiple 

vehicles, when vehicle axle arrives/leaves the bridge, it also introduces a discontinuity into 

bridge acceleration response. The wavelet coefficient still shows a small peak happened 

when the real axle passes over the bridge damage location. Principally, there are should be 

two peaks caused by two axles, when they are passing over the damaged area. The main 

reason may be that the weight of the front axle is much less than the rear one. Therefore, 
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one more case study is investigated, where let two axles have same the weight, namely 

D1=D2 in the half-car model. Here the bridge damage location is set at 0.6L with same 

damage level 0.5. Applying the same approach, the result is shown in Figure 18, where two 

similar small peaks are presented. One of them is located at 0.6L in the normalized x-axis, 

while another one is located around 0.45L, namely the locations when the corresponding 

axle passed over the damaged area. 

 

 

                                            (a)                                                        (b) 

Figure 17. WET on direct measurement with half-car, (a) bridge mid-span acceleration; (b) 

wavelet coefficient 

 

 

Figure 18. Wavelet coefficient with half-car 

Crack location  

 

2nd enters 
 

1st exits 
 

2nd enters 
 

1st exits 
 

2nd enters 
 

1st exits 
 

2nd axle 
 

1st axle 
 



187 
 

 

The same case of the half-car model with the bridge damage at 0.35L is studied 

using indirect measurements. The proposed approach is applied to both of two axle’s 

accelerations, and the results are illustrated in Figure 19. The x-axis shows the normalized 

position of the corresponding axle on the bridge with respect to the bridge length. The 

optimum scales are 610 and 538 for front and rear axle respectively. Apparently, it is 

difficult to identify the bridge damage information from the front axle result. While the 

result of rear axle points out a clear peak at damage location. Therefore, it suggests using 

the rear axle (the more weight one) response as the input signal to detect bridge damage 

associated with ‘drive-by’ SHM. As same as the quarter-car result, the wavelet coefficient 

of axle present better identification, comparing to the one of direct measurement.  

 

 

                                            (a)                                                        (b) 

Figure 19. Wavelet coefficient, (a) front axle, (b) rear axle 
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damage loci and severity are investigated. Only the indirect measurement is utilized in this 

section. A quantitative indicator will be applied to evaluate the impact of each parameter 

on the approach sensitivity to damage detection. McGetrick and Kim (2014); Zhu and Law 

(2006) introduced a damage indicator as:  

                                         𝛼 =
𝑙𝑜𝑔2|𝑊𝑇(𝑠,𝑢𝑑)|

𝑙𝑜𝑔2|𝑊𝑇𝑜(𝑠,𝑢𝑑)|
                         (6) (6) 

Where 𝑢𝑑  is the damage location; 𝑠0  represents a particular scale and 𝑊𝑇(𝑠, 𝑢𝑑)  and 

𝑊𝑇𝑜(𝑠, 𝑢𝑑) are the wavelet coefficients for the responses of the damaged and intact states 

at location 𝑢𝑑, respectively.  

This damage indicator needs to be modified for this study for two main reasons. 

First, in each case the particular scale might be different based on the entropy plot. Second, 

the peaks in wavelet coefficient plots do not usually present at the same position for each 

scale. Considering that there is only one major damage to the structure, a damage indicator 

can be defined as: 

                                             𝑘 =
|𝑊𝑇(𝑠0,𝑢𝑑1)|

|𝑊𝑇(𝑠0,𝑢𝑑2)|
                          (7) (7) 

where 𝑢𝑑1 is the loci of the highest peak location; 𝑢𝑑2 is the loci of the lowest peak,𝑠0 

represents the scale the provides minimum Shannon entropy, and 𝑊𝑇(𝑠0, 𝑢𝑑1)  and 

𝑊𝑇(𝑠0, 𝑢𝑑2)  are their corresponding wavelet coefficients. Greater values for k reflects 

better identification for the damage.  

 

 

5.1 Effect of vehicle speed 

In this section, only the quarter car is simulated. The damage is kept at 0.35L with 

the damage level of 0.5. Three speeds are investigated 2.5 m/s 5m/s and 7.5m/s referring 
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to approximately 10km/h 20km/h and 30km/h. Figure 20 illustrates the optimal wavelet 

coefficient computed by the application of the proposed WET on axle acceleration records. 

The wavelet coefficient at the same scale for the undamaged response is also presented in 

the plots. Increasing the velocity decreases the predictability of the damage (k value). 

Figure 21 shows the calculated damage indicator “k” for different vehicle velocities. With 

the increase of vehicle velocity, the decreased interaction time causes less information of 

VBI model. That implies the “moving” sensor has lower resolution allowing damage 

detection to be located less accurately. It is found that it is difficult to detect damage 

information when the vehicle velocity is greater than 10 m/s. This conclusion is consistent 

with McGetrick and Kim (2014); McGetrick and Kim (2013).    

 

 

                       (a)                                          (b)                                              (c) 

Figure 20. Particular scale wavelet coefficients of different velocities (a) 2.5m/s, (b) 5m/s, 

(c) 7.5m/s 
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Figure 21. Damage indicator at different vehicle velocities 

 

 

                        (a)                                          (b)                                              (c) 

Figure 22. WET on indirect measurement with 60 dB noise level (a) polluted vehicle 

acceleration, (b) Shannon entropy, (c) wavelet coefficient. 

 

 

5.2 Effect of noise 

The impact of the noise is investigated by adding a white Gaussian noise to the 

vehicle responses. First, the signal of Figure 13 (a) was added to 60dB white Gaussian 

noise as shown in Figure 22 (a). By following the same procedure, the Shannon entropy 

and wavelet coefficient used to identify the bridge damage is computed and illustrated in 

Figure 22 (b) and Figure 22 (c), respectively. As it has shown, it still able to localize the 

bridge damage where it happens at 0.35L.  
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To further investigate the effect of noise, the signal of Figure 13 (a) has been 

reproduced by adding different noise intensities and the results are presented in Figure 23. 

The results reveal that the WET approach is insensitive to low noise contamination. The 

noise intensity has been increased from 75dB to 45dB with a step of 5dB. The damage 

indicator has been plotted in Figure 24. As noise intensity increases the approach becomes 

less sensitive to structural damage. It is found that it is not able to identify bridge damage 

when the noisy level reaches at 35dB.  

 

 

Figure 23. The wavelet coefficients at different noisy levels 
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Figure 24. Damage indicator at different noise levels 

 

 

5.3 Different damage loci and severity 

Table 3 shows the values of the damage indicator for different damage locations 

and severities. The vehicle velocity is kept 5.5m/s for all cases. The damage index improves 

when the crack depth increases, as well as when the damage moves towards the bridge 

mid-span. Figure 25 shows wavelet coefficients for different severity levels, where damage 

is located at 0.4L. The peak of the wavelet coefficient is decreasing by decreasing of 

damage severity.  

 

 

Figure 25. The wavelet coefficients with different damage levels 
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Table 3. The damage indicator identified at different loci and level 

             level                                                      

Damage loci 0.3 0.4 0.5 0.6 

0.3L 1.87 2.26 2.50 2.94 

0.35L 2.33 2.90 3.34 3.57 

0.4L 3.19 4.33 5.04 5.64 

0.45L 3.71 5.22 6.68 8.18 

 

 

6 CONCLUSIONS 

Recently, wavelet analysis has been frequently used to detect structural damage by 

depicting signal discontinuities from structural dynamic responses. However, there is one 

major dilemma that halts the merits of this approach, namely the selection of the 

appropriate wavelet scale. This paper introduces the Wavelet Entropy Theory (WET), 

which provides a methodology for selecting the optimal Wavelet scale by minimizing the 

wavelet entropy. The approach is a step towards enhancing many existing wavelet-based 

damage detection techniques, by introducing a methodology that can identify the wavelet 

scale that is most sensitive to structural damages. Entropy is referred to as the level of 

disorder/uncertainty of a set of random data. In the Wavelet Entropy Theory (WET), the 

entropy of the wavelet analysis at different scales is measured, where the scale that provides 

the least entropy is the most appropriate wavelet scale to represent the signal. Concurrently, 

the wavelet function at this scale will be the most sensitive function to any disorder in the 

signal, in other word structural damages. The measurement fidelity of the WET approach 

has been first verified using a simple sinusoidal signal. Afterward, the approach has been 

expanded to a numerical vehicle bridge interaction problem including a quarter-car model 
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and a half-car model, where the measurements are taken from the bridge (direct 

measurements), and from the vehicle (indirect measurements). The results reveal a 

successful identification for the structural damages for the two cases (the direct and the 

indirect monitoring testbeds), when the SNR values is less than 35dB. However, only 

smooth profile is investigated in this research work. Future studies might include the effect 

of the road roughness on the fidelity of the proposed WET method.   
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DEVELOPING A REAL-TIME CRACK DETECTOR USING MASK R-CNN 

TECHNIQUE 

 

Abstract:  

Cracks on civil infrastructure surface are one of the earliest indications of 

degradation of the structure, which is critical for maintenance. The prompt inspection of 

cracks is to prevent the continuous exposure avoiding the further damages to the 

environment. In last decades, image-processing techniques have been implemented for 

detecting cracks from images instead of human-conducted on-site inspections. With 

increasing size of image datasets and development of technology, machine/deep learning 

have become a potential method to improve crack detection. This study is to develop a 

detector using a state-of-the-art technique referred to as Mask R-CNN that can 

automatically detect cracks from images or videos, which is kind of deep learning. Mask 

R-CNN technique is a recently proposed algorithm not only for object detection and object 

localization but also for object instance segmentation of natural images. In this paper, we 

found that the current Mask-RCNN technique does not perform well on showing instance 

segmentation of long thin object directly such as cracks, although it works excellent on 

object detection and object localization. By appropriately adjusting parameters for the 

decision of instance segmentation, it is able to perform highly effective and efficient 

automatic segmentation of a wide range of images of cracks, in spite of a wider size of the 

shape. In addition, it was demonstrated that this proposed automatic detector could work 

on videos as well; indicating that this detector based on Mask R-CNN provides a robust 

and feasible ability on detecting cracks exist and their shapes in real time on-site.   
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Keyword: Deep Learning; Object Detection; Crack; Nondestructive Detection; Instance 

Segmentation;  

 

 

1. Introduction 

Cracks of civil infrastructures, including bridges, dams, roads, and skyscrapers, 

potentially reduce local stiffness and cause material discontinuities, so as to lose their 

designed functions and threaten the public safety (Budiansky and O'connell 1976, Kinra, 

Ganpatye, and Maslov 2006). This inevitable process signifier urgent maintenance issues. 

Early inspection and detection can take preventive measures to prevent damage and 

possible failure (Dhital and Lee 2012). Manual inspection is the most traditional approach 

for crack inspection, which highly depends on the specialist’s knowledge and experience, 

lacking objectivity in the quantitative. In the manual inspection, the sketch of the crack is 

prepared manually and the conditions of the irregularities are noted, leading to labor-

intensive, time-consuming and even dangerous (Mohan and Poobal 2017, Shi et al. 2016).  

For fast and reliable surface defect detection, automatic detection is expected to 

develop instead of the slower and subjective traditional human inspection. Thereby there 

is increasing interest in vision-based crack detection using image-processing techniques 

(IPTs) for non-destructive inspection. IPTs has a significant advantage of that all 

superficial defects are almost likely identifiable (Cha, Choi, and Büyüköztürk 2017).  In 

early studies, the cracks on a concrete surface generally are considered to possess two key 

properties i.e. it has low luminance and their structure shape is thinner and different with 

the other textural patterns (Sankarasrinivasan et al. 2015). According to these 
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considerations, many threshold-based approaches of IPTs have been proposed to find crack 

regions such as fast Haar transform, fast Fourier transform, Sobel edge detector, and Canny 

edge detector (Mohan and Poobal 2017). Fast Haar transform was defined as the best 

solution for detecting cracks and deterioration of a bridge in a field experiment (Abdel-

Qader, Abudayyeh, and Kelly 2003), which was followed by an examination of modified 

edge detection problems (Nishikawa et al. 2012, Yamaguchi et al. 2008, Sinha and Fieguth 

2006). 

However, edge detection actually is an ill-posed problem, because the results are 

substantially affected by the noises with no optimal solution (Ziou and Tabbone 1998). 

Implementing the de-noising technique is one of an effective method to overcome it.  Total 

variation de-noising (Rudin, Osher, and Fatemi 1992), a well-known de-noising approach, 

is able to reduce noises from images and improve edge detectability of images, which was 

applied to the study (Cha, You, and Choi 2016) conducted to detect loosened bolts from 

recorded images. Although this technique indeed improves the results of identification, the 

usage of such contextual (i.e. using prior knowledge) makes the feasibility limited (Cha, 

Choi, and Büyüköztürk 2017). In practice, random shape and irregular size of cracks and 

various noises such as irregularly illuminated condition, shading, blemishes and concrete 

spall in the acquired images under real-world lead to IPTs hardly adapted extensively.  

One potential solution with more real-world adaptability is using machine/deep 

learning (LeCun et al. 1998). Several machine-learning based techniques have been 

proposed for detecting cracks from images (Jiang and Adeli 2007, Liu et al. 2002).  With 

increasing size of image datasets and development of technology, machine-learning based 

methods have been becoming increasingly research focuses on detecting cracks from 
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images (Shi et al. 2016, Cha, Choi, and Büyüköztürk 2017, Lin, Nie, and Ma 2017, 

Yokoyama and Matsumoto 2017, Butcher et al. 2014, Cord and Chambon 2012, Lee and 

Lee 2004). Shi et al. (2016) applied a structured random tree to learn crack characteristic 

from a series of tokens learned from a manually labeled image database. They introduced 

a method to apply the integral channel features to redefine the tokens that constitute a crack 

and get a better representation of the cracks with intensity inhomogeneity. Then a 

structured random tree learn cracks characteristic from these redefined tokens and to be 

developed as an automatic detector, which shows advantages on detecting cracks than the 

threshold-valued based methods in the aspect of noises interference. However, it cannot 

work on video datasets so far.  

Recently, image-processing algorithms based on convolutional neural networks 

(CNNs) have led to dramatic advances in computer vision for feature extraction (He et al. 

2016). This feature extraction technique based on CNN have been adopted to learn the 

cracks features and then detect them (Yokoyama and Matsumoto 2017, Cha, Choi, and 

Büyüköztürk 2017). However, cracks in real-world situations vary extensively leading to 

learning hardly at the global view, meaning that both procedures of crack characteristic 

learning and detection are based on small tokens (small piece pixel) as mentioned above 

rather than a whole picture. The sliding window technique was applied to help detect cracks 

on the entire picture. Strictly speaking, these approaches only use CNN to classify crack or 

uncrack via every small piece pixel of a picture, rather than detect cracks location and the 

shape of recognized cracks directly at a global view.    

In this study, we investigate to develop an automatic crack detector using state-of-

the-art technique of Mask R-CNN to detect crack from image datasets. Mask R-CNN 
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technique is a recently proposed algorithm for object detection, object localization, and 

object instance segmentation of natural images (He et al. 2017). Not only can this technique 

detect the crack exist but also show out the crack location with a bound box. Furthermore, 

it is able to provide the shape of detected crack with a global view directly. In addition, this 

technique will be applied to video datasets to implement the task of detecting cracks. This 

research’s content is described as follow. Section 2 presents the related work to proposal 

technique. Section 3 introduces the methodology of proposal technique. Section 4 presents 

the application including data preparation and results. Section 5 concludes this article and 

gives further work.  

 

 

2. Related work 

CNN: A convolution neural network is a typical machine learning method 

especially for image recognition. By convolution, it is possible to extract every feature of 

images. Figure 1 shows the key architectures of CNN, which mainly includes convolution 

layer, activate layer, pooling layer, fully connected layer and softmax layer. The 

convolution process performs the convolution of features. Patten in images is to be detected 

by the convolution of the feature, where is automatically acquired by training/learning. 

Output of each convolution process is called feature map. For more mechanisms of 

abovementioned layers, here refer readers to references (Yokoyama and Matsumoto 2017, 

Wu 2017). Recently, “very deep” CNNs have significantly improved image feature 

extraction and image classification (Krizhevsky, Sutskever, and Hinton 2012). For 
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example, the popular deep CNNs architectures ResNet-50 and 101 have shown the 

advantages in training speed and detection accuracy (He et al. 2016).  

 

 

Figure 1. Convolution neural network 

 

 

Figure 2. Conventional R-CNN system overview 

 

R-CNN: In Comparison to image classification, object detection from images is a 

more challenging task that requires more complex methods to solve. R-CNN is one of the 

most basic models for implementing object detection (Girshick et al. 2014). Figure 2 

illustrates the workflow chart of conventional R-CNN. A region proposal method such as 

selective search (SS) and edge boxes(EB) (Girshick et al. 2014, Uijlings et al. 2013) will 

be applied on input images to extract around 2000 bottom-up region proposals, and then 

each region of interest (ROI) is computed feature with CNN. Apparently, compared to 

CNN, the only change of R-CNN is to repeat the convolution on each ROI instead of the 

only input entire image. Therefore, conventional R-CNN has notable drawbacks: (1) 
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training is a multi-stage pipeline; (2) training is expensive in space and time; (3) object 

detection is slow (Girshick 2015).  

 

 

Figure 3. Workflow chart 

 

Fast R-CNN: In order to overcome the drawbacks in conventional R-CNN for 

object detection, a fast R-CNN model was developed (Girshick 2015). The most important 

change compared to R-CNN is that fast R-CNN makes region proposal after obtaining 

feature map with CNN, which are connected each other by adopting a ROI pooling layer 

as shown on Figure 3. This eliminates the need for a separate CNN forward step for all 

areas of input images (Girshick 2015). In addition, fast R-CNN uses a multi-task loss 

function adding a loss function of the bound box (bbox), which is able to determine and 

refine the final bound for the detected object. The Fast RCNN method shows several 

advantages over conventional R-CNN: (1) no disk storage is required for feature caching; 

(2) higher detection quality; (3) training can update all network layers; (4) training is 

single-stage, using a multi-task loss (Girshick 2015).  



208 
 

RPN: Although fast R-CNN has made a breakthrough on object detection of 

images, it is also essential to use a region proposal method to extract ROI, exposing region 

proposal computation as a bottleneck. To solve this problem, a Region Proposal Network 

(RPN) that shares full-image convolutional features with the detection network, thus 

enabling nearly cost-free region proposals, was introduced by Ren et al. (2015).  An RPN 

is a lightweight neural network that scans the image in a sliding-window fashion and finds 

areas that contain objects, which simultaneously predicts object bounds and object scores 

at each position. This is to say that RPNs are trained end-to-end to generate high-quality 

region proposals, which can be used by Fast R-CNN for object detection (Ren et al. 2015).  

 

 

Figure 4. Simplified illustration randomly showing some anchor boxes 

 

The regions that the RPN scans over are called anchors, which are boxes distributed 

over the image area, as shown in Figure 4. This is a simplified view. Practically, there are 

around 200K anchors of different sizes and aspect ratios that overlap to cover as much of 

the input image as possible. Each anchor is mapped to a lower-dimensional vector and this 

vector is fed into two sibling fully connected layers, corresponding to a bound box-

regression layer (reg) and a box-classification layer (cls) respectively (Ren et al. 2015). 
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Although there are large numbers of anchors, the RPN can scan very fast. Since the sliding 

window is handled by the convolutional nature of the RPN, which allows it to scan all 

regions in parallel (on a GPU). Further, the RPN does not scan over the image directly. 

Instead, the RPN scans over the backbone feature map. This allows the RPN to reuse the 

extracted features efficiently and avoid duplicate calculations.  

Bounding Box Refinement: A proposal anchor (also called positive anchor) might 

not be centered perfectly over the object. Therefore, the RPN will estimate a certain change 

in both directions of width and height to refine the anchor box to fit the object better. If 

several anchors overlap too much, only the one with the highest score of interest object is 

kept and others will be discarded. After that, the final proposals (regions of interest) is 

created that will be pass to the next stage. Figure 5 illustrates a simple example of bounding 

box refinement.  

 

 

Figure 5. Example of bounding box refinement processing 

 

FPN: fast R-CNN technique adding with RPN technique is referred as a faster R-

CNN, which achieves state-of-the-art object detection accuracy and provides a real-time 

object detector (Ren et al. 2015). However, detecting objects in different scales is still 

challenging in particular for a small object. A pyramid of the same image at different scale 

can be utilized to detect object as shown in Figure 6(a). This approach has a notable 
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drawback that processing multiple scale images is extremely time-consuming and the 

memory demand is too high to be trained end-to-end simultaneously. Alternatively, a 

pyramid of feature map can be used for object detection as well, as shown in Figure 6(b). 

This approach improves the speed for learning and test in object detection to some extent, 

however, feature maps closer to the image layer composed of low-level structures that are 

not effective for accurate object detection. 

 

 

Figure 6. Predict models for object detection in different scales  

 

 

Figure 7. Feature pyramid network 

 

To further improve accuracy and speed in object detection with faster R-CNN,  Lin 

et al. (2017) have developed a feature pyramid network (FPN). FPN improves the standard 

feature extraction pyramid by adding a second pyramid that takes the high-level features 

from the first pyramid and passes them down to lower layers (Figure 7). Therefore, it allows 
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features at every level to have access to both, lower and higher level features. It has 

concluded that FPN is a practical and accurate solution to multi-scale object detection (Lin 

et al. 2017). Recently, the faster R-CNN that is a single, unified network for object 

detection, adds with RPN module performing as the ‘attention’ of this unified network.   

 

 

3. Methodology 

The Mask R-CNN Model: The Mask R-CNN model was developed by Facebook 

AI team in 2017 and significantly extends the Faster R-CNN model for object localization, 

semantic segmentation, and object instance segmentation of natural images (He et al. 

2017). It is described as providing a ‘simple, flexible and general framework for object 

instance segmentation’ as shown in Figure 8 (Johnson 2018). Mask R-CNN follows the 

Faster R-CNN model of a feature extractor followed by abovementioned RPN, followed 

by an operation known as ROI-Pooling to produce standard-sized outputs suitable for input 

to a classifier, with three important modifications (Johnson 2018). (1) Mask R-CNN 

replaces the imprecise ROI-Pooling operation applied in Faster R-CNN to an ROIAlign 

operaion that allows very precise instance segmentation masks to be created. (2) Mask R-

CNN adds a network head that is also a small fully convolutional neural network to produce 

the desired instance segmentations. (3) Mask and class predictions are decoupled, meaning 

that the mask network head predicts the mask independently from the network head 

predicting the class (Figure 8). Thereby this Mask R-CNN is to use of a multi-task loss 

function of L = Lcls + Lbbox + Lmask. For additional details, here refer interested readers to 

reference (He et al. 2017).   
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Figure 8. The Mask R-CNN framework for instance segmentation 

 

Mask-RCNN is built on a backbone CNN architecture for feature extraction (Ren 

et al. 2015, Girshick 2015), which could be any CNN designed for images analysis in 

principle, such as ResNet-50 or ResNet-101 (He et al. 2016).  However, it has been shown 

that using an FPN based on a network such as ResNet-50 or ResNet-101 as the Mask R-

CNN backbone offers benefits in both accuracy and speed (He et al. 2017).  Thus, the 

implementation of Mask R-CNN usually uses a ResNet-50 (or ResNet-101) + FPN as 

backbone.  

 

 

Figure 9. Examples of training images with crack ground truth 
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Mask R-CNN has been proofed to gain general-purpose object instance 

segmentation with a large of natural images (He et al. 2017).  Although the properties of 

crack images will generally differ from these natural images, it is a reasonable candidate 

for use in the automated segmentation of crack images. Here, we investigate the efficacy 

of a Mask R-CNN model at detecting crack in different images. 

 

 

 

Figure 10. Loss function versus each epoch  

 

 

4. Application 

Dataset: The data used for these experiments consist of 352 crack images and 

corresponding annotations for crack in each image; 118 crack images and their crack 

ground truths are from the open resource in reference (Shi et al. 2016). The remaining crack 

images are randomly downloaded online and their crack ground truths are created manually 

with Matlab tools (2018b). Of these 352 images in the dataset, 286 images were used for 
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training; 36 images were used for validating the model and 30 images were held out for 

testing. Figure 9 illustrates the examples of training images with crack ground truth.  

 

Training: The Mask R-CNN backbone applied in this paper uses a as a “very deep’ 

CNN of ResNet-101 (He et al. 2016) adding with an FPN. The implementation used is 

based on an existing implementation by Matterport Inc. released under an MIT License, 

and which is itself based on the open-source libraries Keras and Tensorflow (2017, 2018c, 

2018a). For this experiment, rather than training the network end-to-end from the start, we 

initialize the model using the known weights obtained from pre-training on the MSCOCO 

dataset (Lin et al. 2014). All CNN layers was trained in three stages: (1) training only the 

network heads, which are randomly initialized; (2) training the upper layers of the network 

(from stage 4 and up in the ResNet-101 model); (3) reducing the learning rate by a factor 

of 10 and training end to end. The total train epochs are 100 using stochastic gradient 

descent with the momentum of 0.9, starting with a learning rate of 0.001 and ending with 

a learning rate of 0.0001. We use a batch size of two on a single NVIDIA Tesla P100 16GB 

GPUs. Gradients are clipped to 5.0 and weights are decayed by 0.0001 for each epoch. To 

help avoid overfitting, the dataset was augmented using Gaussian blurring, random 

rotations, and random horizontal and vertical flips. The loss functions are illustrated in 

Figure 10. 
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Figure 11. Examples of crack detection on validation images (left: original images; middle: 

ground truth; right: original images+ identified mask) 

 

Results: We found that this state-of-the-art technique of Mask R-CNN is not able 

to offer precious instance segmentation with a long thin object such as cracks, although the 

bound box for object detection can be given accurately. In most cases, the mask (instance 

segmentation for cracks) was not shown in given model, even detecting the training images. 

In this proposed method, a threshold value (equal to 0.5) is applied to distinguish 

“background” (less than that) and “object” (no less than that). However, for the long thin 

object, it was observed that the computed values (by convolution) referred to its ground 

truth were usually small, which causes to show nothing on the mask if a high threshold 

value was still utilized. Therefore, we adjust a smaller threshold value to detect cracks.  

After decreasing the threshold value (this paper uses 0.1), the previous training 

weight was used to detect crack from images. Figure 11 and Figure 12 show the examples 

of crack detection on validation images and test images, respectively. As they have shown, 

this technique not only detects the crack exists and location surrounding with a bound box, 
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but points out the shape of identified crack with a mask (instance segmentation). Although 

the identified crack mask are mostly fatter than its ground truth, leading to that an average 

mask intersection over union (IoU) on the validation dataset is very lower only around 

0.22, it indeed provides to detect crack effectively and points out its shapes. Actually, the 

crack exists and location are identified accurately; the average bound box IoU are obtained 

as high as around 0.81 on the validation dataset. From the Figure 12, it is obvious that this 

machine/deep learning based crack detector is extremely effective to neglect nature noises 

of images such as dirt, oil spills, staining, shadow and other interferences. Furthermore, the 

trained Mask R-CNN model was applied to a video for crack detecting. As expected, it 

performs the excellent result as well, indicating that this automatic crack detector based on 

Mask R-CNN is feasible on detecting cracks exist and their shapes in real time on-site. 

 

  

Figure 12.  Examples of crack detection on test images 
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5. Conclusion & Future Work 

In this paper, it was demonstrated that the Mask R-CNN model, while primarily 

designed with object detection, object localization, and instance segmentation of natural 

images in mind, can be used to produce high-quality results for the challenging task of 

crack recognition in widely varying images (videos) with very little modification and a 

little adjustment on parameter for mask decision. However, the current Mask R-CNN 

model cannot detect complicated crack well as shown in Figure 13 (top).   In addition, as 

Figure 13 (bottom) shown, it might miss the recognition of certain parts of the image 

cracks. In this paper, we simply consider the crack as an integrated component of each 

image in training process, which means that one image possesses only one completely 

ground truth of integrity crack. Cracks in one image sometimes are even not connected to 

each other, which should better be separated, indicating that each image should have one 

or more corresponding ground truth of cracks. Future work will adopt separated crack of 

one image based on cracks characteristic to improve the efficacy and performance of Mask 

R-CNN-based models for automatic crack detection.  
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Figure 13. Examples of not very good crack detection (left: original images; middle: 

ground truth; right: original images+ identified mask) 
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CONCLUSION, CONTRIBUTION AND FUTURE WORK 

Conclusion 

This dissertation introduces a new method to extract the natural frequency of bridge 

from indirect measurements of a passing vehicle, based on wavelet analysis. In compare 

with FFT, the proposed approach is not restricted to the frequency resolution. The approach 

has been extended to point out to the frequency drop due to the structural damage. The 

extracted bridge frequencies using the proposed wavelet approach show a drop in its 

magnitude as the damage extent increases. However, the value of the extracted frequency 

did not show a good agreement with the theoretical bridge frequency. In contrast, FFT did 

not show any evidence for damage in the acceleration spectrum. The same results have 

been found for higher modes of vibrations (2nd mode). The paper examined the sensitivity 

of the proposed approach to road roughness profile. In this regard, a Half-Car model with 

two axles has been utilized, and the signal of the axles have been subtracted with time lag 

to damp out the road roughness effect on the recorded signal. The subtracted acceleration 

has been processed using the proposed method and the results shows good agreement 

between the extracted and theoretical bridge frequencies. The approach has strong potential 

to provide a quick estimation for the bridge health condition. 

This dissertation introduces a new approach combined with HT and band-pass filter 

technique to improve the bridge natural frequency identification from a passing vehicle. 

The proposed approach improves the identified frequency iteratively, where the initial 

value can be achieved by applying FFT directly. In contrast to FFT, the proposed approach 

is not restricted to the frequency resolution. Hence, this paper preliminarily found that the 
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proposed approach is able to detect the frequencies drop due to the bridge structural damage. 

In this regard, it is a promising way to estimate bridge conditions. However, the observed 

drop is very small in addition to the environment effect, which may limit the effectiveness 

of the proposed approach to structural damage detection. Nevertheless, it has shown 

improved identification of bridge frequencies over than FFT, without limitation to 

resolution. In addition, the proposed approach is not sensitive to vehicle velocity and signal 

noise. 

This dissertation proposes an algorithm to extract bridge modal parameters, with a 

focus on damping ratio and mode shapes, using the dynamic response of a passing vehicle. 

The Hilbert Transform is applied to the filtered signals. The feasibility of the concept is 

established through theoretical analysis, numerical simulation and laboratory experiments. 

It is demonstrated that the proposed algorithm is greatly improves the extracted mode shape 

over the algorithm presented by Yang et al. A key limitation of the proposed algorithm at 

this time is a requirement for the vehicle to have a low and constant speed. Besides, the 

high bridge damping generates a strong edge-effect of the extracted mode shapes, 

negatively affecting the accuracy of the proposed algorithm. In the simulations, it is found 

that an increase in vehicle speed decreases the precision of the extracted results. The 

proposed algorithm is also shown to be capable of extracting the modal parameters of the 

second mode shape with relatively good precision. In addition, it is found that although the 

band-pass filter can partially remove the random vibration caused by the road roughness, 

the road roughness with Class A, i.e., roughness condition of ‘very good’ has negative 

impact on the proposed algorithm, especially for the higher modes. The laboratory 

experiments provide further evidence of the potential of the proposed algorithm. It 
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accurately identifies the bridge damping so as to detect the first increase of that, only using 

one sensor installed on instrumented vehicle. It is concluded that the proposed algorithm 

is able to detect the change of bridge damping ratio and higher accuracy mode shapes, and 

has potential for application in the use of indirect measurement to monitor bridge health. 

Recently, wavelet analysis has been frequently used to detect structural damage by 

depicting signal discontinuities from structural dynamic responses. However, there is one 

major dilemma that halts the merits of this approach, namely the selection of the 

appropriate wavelet scale. This paper introduces the Wavelet Entropy Theory (WET), 

which provides a methodology for selecting the optimal Wavelet scale by minimizing the 

wavelet entropy. The approach is a step towards enhancing many existing wavelet-based 

damage detection techniques, by introducing a methodology that can identify the wavelet 

scale that is most sensitive to structural damages. Entropy is referred to as the level of 

disorder/uncertainty of a set of random data. In the Wavelet Entropy Theory (WET), the 

entropy of the wavelet analysis at different scales is measured, where the scale that provides 

the least entropy is the most appropriate wavelet scale to represent the signal. Concurrently, 

the wavelet function at this scale will be the most sensitive function to any disorder in the 

signal, in other word structural damages. The measurement fidelity of the WET approach 

has been first verified using a simple sinusoidal signal. Afterward, the approach has been 

expanded to a numerical vehicle bridge interaction problem including a quarter-car model 

and a half-car model, where the measurements are taken from the bridge (direct 

measurements), and from the vehicle (indirect measurements). The results reveal a 

successful identification for the structural damages for the two cases (the direct and the 

indirect monitoring testbeds), when the SNR values is less than 35dB. However, only 
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smooth profile is investigated in this research work. Future studies might include the effect 

of the road roughness on the fidelity of the proposed WET method. 

This dissertation proposes an algorithm to detect bridge damage using the extracted 

mode shape from a passing vehicle. The mode shape is extracted using Hilbert Transform. 

The feasibility of the concept is established through theoretical analysis, numerical 

simulation and laboratory experiments. In both simulations and experiment, high vehicle 

speed is found to have a negative effect on the accuracy of the extracted mode shape.  In 

the paper, different kinds of damage – local and global are investigated in the experiment, 

which are represented by decreasing the stiffness of beam or foundations, respectively. For 

any damage types, the used damage index, to some extent, can not only localize damage 

but also reflects the damage level. Besides, it is suggested that averaging several runs is 

necessary to localize damage and reflect damage level accurately. 

In this dissertation, we developed an effective and fast automatic crack detector 

based on Mask  R-CNN, which can suppress noises efficiently by learning inherent feature 

of cracks from a ‘very deep’ CNN. Comparing to only CNN based method working on 

small batch of images, it can detect the crack of images in a global view providing a bound 

box for the crack exist and location. Moreover, This Mask R-CNN based crack detector 

outputs mask for predicted cracks simultaneously displaying the shape of cracks. Because 

Mask R-CNN can compute very fast on GPUs, the proposed crack detector performs 

excellent on video dataset, which make it feasibility to become a real-time crack detector 

on site equipped to the advanced UAVs. Furthermore, the comparative studies give 

evidence on that machine/deep learning based method is more effective to extract the 
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feature of images in suppressing nature noises of images. In these studies, the proposed 

method yields state-of-the-art accuracy.  

 

 

Contribution 

(1) Develop a new way of bridge frequency identification based on wavelet coefficients 

energy in ‘drive-by’ inspection, which is not restricted to frequency resolution, so 

as to detect the bridge frequency drop caused by any damages.  

(2) Propose an algorithm identifying bridge frequency iteratively removing the effect 

of vehicle velocity, utilizing HT and band-pass filter technique. 

(3) Propose an algorithm to extract bridge modal parameters, with a focus on damping 

ratio and mode shapes, using the dynamic response of a passing vehicle. 

(4) Consider the bridge damping effect on the ‘drive-by’ bridge inspection, and derive 

the single component of bridge frequency mode shape from a vehicle acceleration.  

(5) Detect the bridge damage with different kinds of damage – local and global, using 

the extracted mode shape from a passing vehicle. 

(6) Conduct lab experiments to verify the feasibility of bridge damage detection 

algorithms. 

(7) Propose Wavelet Entropy Theory (WET) to provide a methodology for selecting 

the optimal Wavelet scale by minimizing the wavelet entropy, in the application of 

bridge damage detection with both direct and indirect measurements. 

(8) Develop an effective and fast automatic crack detector based on Mask R-CNN, 

which can suppress noises efficiently by learning inherent feature of cracks from a 
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‘very deep’ CNN. 

 

 

Future work 

(1) Develop an algorithm to detect the bridge global damage based on wavelet analysis.  

(2) Compare different techniques to extract the bridge single component mode shape 

information from a passing vehicle acceleration, such as band-pass filter, singular 

spectrum analysis, stochastic resonance and wavelet analysis.  

(3) Develop CNN-based algorithm to detect the global damage using the ‘drive-by’ 

inspection, based on the lab experiment data.  

(4) Find the best sensor location for ‘drive-by’ inspection (installed on axle or vehicle 

body). 

(5) Further investigate the road roughness effect on ‘drive-by’ inspection through lab 

experiment.  

(6) In this dissertation, we simply consider cracks as an integrated component of each 

image in the training process, which means that one image possesses only one 

completely ground truth of integrity crack. Cracks in one image sometimes are even 

not connected to each other, which should better be separated, indicating that each 

image should have one or more corresponding ground truth of cracks. Future work 

will adopt separated crack of one image based on cracks characteristic to improve 

the efficacy and performance of Mask R-CNN based automatic crack detection.  
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