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AN ENTROPY-BASED MEASUREMENT FRAMEWORK FOR 
COMPONENT-BASED HIERARCHICAL SYSTEMS  

 
OZGUR AKTUNC 

 
COMPUTER ENGINEERING 

 
ABSTRACT 

 
Component-based software systems are becoming larger and more complex.  The 

quantification of these systems is possible through representation in a hierarchical struc-

ture with the use of software metrics.  Metrics provide information about such features as 

complexity, design, quality, size, development time, effort, and cost.  Entropy-based 

software metrics promise important improvements in measuring complexity, design qual-

ity, and information flow.  The entropy-based measurement framework, the core of this 

dissertation, offers quantitative representation and decomposition processes to apply the 

entropy-based metrics that we developed: Design Information Content, Interaction Com-

plexity, Interaction Coupling, and Interaction Cohesion.   

The objective is to achieve a hierarchical representation of the system in which 

we can see the logic flow and quantify the interaction among the components.  The 

framework is useful to both the designer and the user in the design and maintenance 

phases to detect structural complexity issues and comprehend the interaction of the soft-

ware modules.  Another motivation of this work is to lead the way to the development of 

measurement software which uses entropy-based methods.  The representation-

decomposition methods are based on graph theory, mainly cubic control flowgraphs, and 

the computation methods are based on information theory, mainly entropy; thus, the en-

tropy-based measurement framework has a solid foundation to become an analytical 

measurement framework for component-based systems. 
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CHAPTER 1 

 
INTRODUCTION 

 
Component-Based Software Engineering (CBSE) emerged in the late 1990s with 

the objective of increasing the reuse of existing components. The main objectives of 

Component-Based Development (CBD) are coping with the inherent complexity of large 

software systems and enabling the reuse of components. The CBD process includes de-

fining, implementing, and integrating loosely coupled components into systems (Som-

merville 2007). 

As component-based systems are becoming more complex, representa-

tion/decomposition methods to represent these systems in a hierarchical structure and 

metrics to give insight into their design qualities are becoming more crucial. Knowing the 

complexity of the software enables us to predict the cost of testing and maintenance, the 

number of errors left in the software, and the size of the final program; to assess the de-

velopment time, effort and cost; and to and identify critical modules or parts of the soft-

ware (Podgorelec and Hericko 2007). There has been reasonable progress in the software 

metrics area to quantify various aspects of software, such as the complexity of the system. 

However, much work is needed for the assessment of CBS systems. Entropy metrics 

promise important improvements in predicting errors and providing insight into design 

quality (Bianchi and others 2001). They also provide a quantitative means of measuring 

information flow in the software system (Masri and Podgurski 2006). 
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Entropy has been defined in terms of the information content of software and has 

been used to measure software code complexity by Harrison (1992), Torres and Sama-

dzadeh (1991), and Davis and LeBlanc (1998). However, much improvement has been 

needed in the application of entropic metrics to component-based systems. The typical 

decomposition techniques used with entropy metrics are not analytical. As we observe in 

Davis and LeBlanc (1998) and Chapin’s (2002) works, in which they applied entropy 

metrics to a system decomposed by chunk-equivalent classes, that approach is not an ana-

lytic way to decompose a system. We also recognize other problems that contradict the 

nature of components, such as applying entropy metrics to components’ source code. 

Software engineering practice dictates that components have a black-box nature that 

hides their source code from users. One clear advantage of entropy metrics is their appli-

cability to component-based software systems without requiring the source code. The 

framework presented in this dissertation can be applied during the design and evolution 

phases of such systems to assess attributes of the systems such as information content, 

complexity, coupling, and cohesion. 

 

1.1 Objectives 

The current approaches to apply entropy metrics to component-based systems 

lack an analytical measurement framework. The proposed measurement framework offers 

quantitative representation and decomposition methods to apply entropy-based metrics. 

By using our entropy-based measurement framework, we aim to achieve a hierarchical 

representation of the system in which we can see the logic flow and quantify the interac-

tion between the components. Our framework uses Cubic Control Flowgraphs (CCFG) to 
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represent the system. These CCFGs have a set of rules for decomposition. This frame-

work would be helpful to both designers and users to represent the system in a compre-

hensible form and to apply the necessary measures. The framework targets the design and 

evolution phases in component-based systems to detect structural complexity issues and 

comprehend the interaction of the software modules. Another motivation of this disserta-

tion is to lead the way in the development of measurement software using entropy-based 

methods. 

 

1.2 Methodology 

Our measurement framework consists mainly of three phases: representation, de-

composition, and computation. In short, we represent the system with CCFGs and apply 

their decomposition methods to an irreducible decomposed system. The edge and node 

probabilities are then computed using the Perron-Frobenius theorem. The entropy values 

are calculated using Shannon’s entropy formula. The final step is the application of the 

entropy metrics that we developed: Design Information Content, Interaction Complexity, 

Interaction Cohesion, and Interaction Coupling. The entropy-based measurement frame-

work is summarized in Figure 1.1. 

By using cubic flowgraph representation and decomposition, we represent a com-

ponent-based system with Component Integration Units (CIU) that are composed of 

components. Therefore, a CIU can be a composite component, a subsystem, or a system. 

The CIUs of a CBS can be represented with control flowgraphs (CFG), specifically with 

CCFGs. The composition/decomposition principles that are derived from the cubic graph 

formalism may be used to investigate the integration of the system. 



 

 

 

4

 

Figure 1.1 Basic representation of the measurement framework 

The computation phase consists of two sub-phases; the first one to compute the 

node and edge entropies of the CCFGs that represent the system, and the second one to 

compute the entropy metrics. During the first computation phase, the weighted adjacency 

matrix is created from the CCFGs and the weights of the parameters of interest. The Per-

ron-Frobenius theorem provides the rules to find the stationary state (node) and branch 

(edge) probabilities. It is necessary to find the left and right eigenvectors of the weighted 

adjacency matrix to determine the probabilities. Entropy is a function of probability and, 

by using Shannon’s formula for entropy, the edge and node entropies can be computed. 

The second phase of the computation includes applying the four entropy metrics that we 

developed: Design Interaction Content, Interaction Complexity, Interaction Cohesion, 

and Interaction Coupling. These metrics assess certain attributes of the systems, such as 

performance, complexity, coupling, and cohesion. By applying entropy metrics to a sys-

tem decomposed by CCFG methods, it is possible to achieve a good representation of the 
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overall structure of the system. This structural view not only includes static structural in-

formation but information about the logic flow and interaction among the components.  

The framework presented by Kitchenham and others (1995) was used for the vali-

dation of metrics. The validation framework can help to understand how to validate a 

measure, how to assess the validation work of others, and when to apply a measure. The 

theoretical validation of the framework is based on the fact that we use two established 

theories in our framework: the entropy-based metrics are based directly on information 

theory, and the representation/decomposition methods are based on graph theory. The 

empirical validation has been done in the case study; however, there may be more work 

to do in this area to reach a complete validation framework. 

 

1.3 Outline of the Dissertation 

This dissertation is composed of six chapters including this introductory chapter. 

In this section, the outline of the work done in each of the remaining five chapters is sum-

marized. 

Chapter 2 summarizes the theoretical foundation of this dissertation, which con-

sists of software measurement theory, information theory, and decomposition theory. The 

measurement theory section includes some fundamental definitions of measures and met-

rics that are used throughout the dissertation. It explains the representational measure-

ment theory that is followed as a guideline in this dissertation. The next section, regard-

ing information theory, explains the notion and measurement of entropy. The final sec-

tion in Chapter 2 begins with a brief overview of the decomposition of systems. CFGs 
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and CCFGs are then explained with an example of their representation and decomposi-

tion methods. 

Chapter 3 discusses the hierarchy of systems, complexity issues in software, how 

to deal with these issues, and component-based development. This chapter proves that 

representing software as a hierarchical system is necessary in order to apply measurement 

methods. The decomposition and abstraction of a software system is considered an essen-

tial part of the measurement framework described in the later chapters. 

Chapter 4 addresses the need for software metrics, then defines software metrics. 

The benefits of metrics are explained through the perspectives of the organizations and 

individual developers. The next section attempts to uncover the answers to the questions 

of how and what to measure with software metrics. These answers are followed by a soft-

ware metrics taxonomy with three main classes: product, process, and resource metrics. 

The last section of Chapter 4 focuses on metrics that could be used for CBD. 

Chapter 5 is an introduction to the entropy-based measurement framework. The 

chapter begins with a review of efforts to use entropy in software measurement. It con-

tinues with a section about flowgraph representation and how to represent flowgraphs 

with matrices. This section builds the transition from programs to flowgraphs, and from 

flowgraphs to matrices that are used to compute the metrics. The chapter continues with a 

summary of the measurement of information content in software and related issues, such 

as entropy measurement, lexical analysis, and Halstead metrics. Representing software 

using CCFGs and the measurement of coupling and cohesion is viewed from a structural 

complexity perspective. The last section summarizes the idea of how the information-
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theoretical approach based on entropy concepts can help quantify some of the fundamen-

tal structural complexity measures in software engineering. 

Chapter 6 consists mainly of the case study the measurement framework was built 

on, the validation of the metrics, the summary of the work, the contribution to the body of 

knowledge, and future research directions. 

The Appendix includes another example where the entropy-based metrics were 

applied to a program. This example contributes to the validation of the framework. 
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CHAPTER 2 
 

THE FOUNDATION 
 

This chapter is an overview of the three areas this research was built on: measure-

ment, information, and representation/decomposition theories. It is necessary to review 

some of the important concepts of each theory that are relevant to the dissertation topic in 

order to build an abstract understanding of software metrics using information theory.  

The chapter begins with an introduction to software measurement theory. It pro-

ceeds with definitions of software measurement abstractions, metrics, measures, and 

scale types. This section summarizes the representational measurement theory that is fol-

lowed as a guideline for software measurement. The section concludes with a comparison 

of objective and subjective measures. 

The next section summarizes the necessary information related to information 

theory, specifically entropy, to understand the software metrics used in the framework. It 

begins with the definition of entropy and of Shannon Entropy and its properties. The sec-

tion continues with the measurement of the entropy of graphs and concludes with an ex-

ample of entropy measurement and two other related concepts, conditional entropy and 

mutual information. 

The final section of this chapter discusses representation/decomposition theory. 

This section begins with a brief overview of representation/decomposition of systems. It 

then explains the method of decomposition using flowgraphs that are used to represent 
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the skeleton of component-based software. The method is explained with a detailed ex-

ample in the remainder of the section. 

 

2.1 Software Measurement Theory 

Software measurement theory provides and validates a body of knowledge about 

software engineering that can be used to understand, monitor, control, and improve soft-

ware processes and products. Measurement theory is a convenient theoretical framework 

used to explicitly define the underlying theories upon which software engineering meas-

ures are based. 

In the last three decades, several methods have been proposed to identify, charac-

terize, and measure the characteristics of software processes and products. Surveys about 

software measurement have been written by Zuse (1997), Fenton and Pfleeger (1998), 

and Munson (2003). The methods of measurement have been utilized to evaluate the 

software engineering measures proposed in the literature and to establish criteria for the 

statistical techniques. These statistical techniques are used in data analysis and in the 

search for patterns. 

Software engineering differs from other engineering disciplines in a number of 

aspects that have important consequences for software measurement. Software engineer-

ing is a relatively young discipline compared to mature engineering disciplines with well-

established theories, methods, and models. In addition, in empirical software engineering, 

as in other empirical sciences (e.g., experimental psychology), measurement is noisy, un-

certain, and difficult. For instance, in a number of software measurement applications, the 

repeatability of results may not be achieved. As a consequence, one cannot expect soft-
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ware engineering measurement models and theories to be of the same nature, precision, 

and accuracy as those developed for more traditional branches of engineering. Another 

difference is the fact that there are several types of software development for various ap-

plication areas and purposes; thus, software measurement models may not be valid on a 

general basis, like those used in other engineering branches (Briand and Morasca 1997). 

Measurement is necessary in software engineering. The main reason for meas-

urement is to obtain data that helps us to better control the schedule, cost, and quality of 

software products. It is important to be able to consistently count and measure basic enti-

ties that are directly measurable, such as size, defects, effort, and time.  

Consistent measurements provide data for performing the following activities: 

• Quantitatively expressing requirements, goals, and acceptance criteria. 

• Monitoring progress and anticipating problems. 

• Quantifying trade-offs incurred in allocating resources. 

• Predicting the software attributes for schedule, cost, and quality (Florac 1992). 

A software measurement method typically has two phases: creation of an abstrac-

tion of the software and measurement of that abstraction. The abstraction is created to 

characterize the attributes of interest. The measure is designed to quantify the attributes 

of interest in a way that facilitates further analysis (Allen and others 2007). This disserta-

tion follows the mentioned approach by providing methods to decompose and represent 

software and to apply formal methods of measurement to quantify the parameters of in-

terest using entropy metrics. 
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2.1.1 Defining Measurement 
  

Measurement has a long history in the natural sciences. At the end of the last cen-

tury, the physicist, Lord Kelvin, stated, “When you can measure what you are speaking 

about, and express it into numbers, you know something about it; but when you cannot 

measure it, when you cannot express it in numbers, your knowledge is of a meager and 

unsatisfactory kind: It may be the beginning of knowledge, but you have scarcely in your 

thoughts advanced to the stage of science (Kelvin 1891).” The history of software meas-

urement goes back to the late 1960s and early 1970s. One of the first papers about soft-

ware complexity was published by Rubey and Hartwick (1968). There is no reference to 

an earlier publication about software complexity or measurement. 

Fenton and Pfleeger provide the following definition of measurement: “Formally, 

we define measurement as a mapping from the empirical world to the formal, relational 

world. Consequently, a measure is the number or symbol assigned to an entity by this 

mapping in order to characterize an attribute (Fenton and Pfleeger 1998).”  

There are two broad types of measurement: direct and indirect. Direct measure-

ment of an attribute is measurement that does not depend on the measurement of any 

other attribute. Indirect measurement of an attribute involves the measurement of one or 

more other attributes (Fenton 1994). While some attributes can be measured directly, we 

usually obtain more in-depth results when we measure indirectly. The following section 

states some of the important measurement concepts and definitions. 
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2.1.2 Measurement Concepts and Definitions 

As stated in the previous section, measurement is based on two concepts: 

• Entity. An entity may be a physical object (e.g., a program), an event that occurs 

at a specified time (e.g., a milestone), or an action that spans a time interval (e.g., 

the testing phase of a software project). 

• Attribute. An attribute is a characteristic or property of an entity (e.g., the size of a 

program, the time required during testing). 

Entities consist of products and processes. Requirements, specifications, designs, 

code, and test sets are all product entities. Domain analysis and all activities related to 

software creation, such as coding and testing, are processes. All products and processes 

have specific attributes. For instance, product attributes include size, complexity, cohe-

sion, coupling, and reliability, while process attributes include time, effort, and cost. 

The following definitions of measure and metrics are important since they are 

mentioned frequently throughout the dissertation. The following definition of measure is 

based on the definition in the previous section. The definition of metric is based on IEEE 

standard 1061 (IEEE 1992): 

• Measure. A measure is the result of the measurement process, so it is the assign-

ment of a value to an entity with the goal of characterizing a specified attribute. 

• Metric. A metric is a measurement function, and a software quality metric is a 

function whose inputs are software data and whose output is a single numerical 

value that can be interpreted as the degree to which the software possesses a given 

attribute that affects its quality. 
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The following formal definitions of measure and metrics are offered by the Soft-

ware Engineering Institute (Ford 1993): 

Definition 2.1 (Measure): Let A be a set of physical or empirical objects. Let B be 

a set of formal objects, such as numbers. A measure m is defined to be a one-to-one map-

ping :m A B→ . The requirement that the measure be a one-to-one mapping guarantees 

that every object has a measure, and every object has only one measure. It does not re-

quire that every number (in set B) be the measure of some object (in set A). 

Definition 2.2 (Metric): Let A be a set of objects, let R be the set of real numbers, 

and let :m A R→  be a measure. Then m is a metric if and only if it satisfies these three 

properties 

( ,  ) 0m x y =  for x y=  (2.1) 

( , ) ( , )m x y m y x=  for all x, y (2.2) 

( , ) ( , ) ( , )m x z m x y m y z≡ +  for all x, y, z. (2.3) 

Other important concepts, including empirical and numerical representation sys-

tems, scale, and scale types, will be explained in the following section. 

 

2.1.3 Representational Measurement Theory 

Representational measurement theory formalizes the intuitive, empirical knowl-

edge about an attribute of a set of entities and the quantitative, numerical knowledge 

about the attribute. The intuitive knowledge is captured via an empirical relational system 

and the quantitative knowledge via a numerical relational system. Both the empirical and 

numerical relational systems are built using set algebra. A measure links the empirical 

relational system with the numerical relational system in such a way that inconsistencies 
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are not possible, as formalized by the Representation Condition. In general, many meas-

ures may exist that equally quantify one's intuition about an attribute of an entity (e.g., 

weight can be measured in kilograms, grams, pounds, ounces, etc.). The relationships 

among the admissible measures for an attribute of an entity are illustrated in Section 

2.1.3.4. Classification of measures into different categories is described in Section 2.1.3.5. 

Objectivity and subjectivity of measures are discussed in Section 2.1.4. 

A relational system A is an ordered tuple 11( , ,..., , ,..., )n mA R R o o , where A is a 

nonempty set of objects, the iR , 1,...,   i n= are ki-ary relations on A, and the jo , 

1,...,j m=  are closed binary operations. For measurement there are two types of rela-

tional systems: the empirical and formal relational systems. 

 

2.1.3.1 Empirical Relational System 

An empirical relational system for an attribute of a set of entities is defined 

through the concepts of sets of entities, relations among entities, and operations among 

entities. Therefore, an empirical relational system is defined as an ordered tuple 

1 1( , ,..., , ,..., )n mERS E R R o o= , as explained below: 

• E is the set of entities, i.e., the set of objects of interest subject to measurement 

with respect to the attributes of interest. 

• 1,..., nR R  are empirical relations. Each empirical relation iR  has an arity in , so 

in
iR E⊆ , i.e., iR  is a subset of the cartesian product of the set of entities, 

...E E E× × ×  in times. 
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• 1 ,..., mo o  are binary operations among entities. Each binary operation jo  is a func-

tion :jo E E E× → . Therefore, its result is an entity, so we have 3 1 2je e o e=  (infix 

notation is usually used for these operations). As an additional assumption, all bi-

nary operations jo 's are closed, i.e., they are defined for any pair of entities 

1 2( , )e e . 

The empirical relations do not involve any numerical values. Empirical relations 

do not focus on the comparison of values obtained by measuring 1e 's and 2e 's sizes, but 

they state the intuitive understanding and knowledge relating to 1e 's and 2e 's sizes and 

that 3e  is the concatenation of 1e  and 2e . Since this knowledge is intuitive, empirical rela-

tional systems are built in a somewhat subjective way, as intuition varies among indi-

viduals. 

 

2.1.3.2 Numerical Relational System 

The intuitive knowledge of the empirical relational system is translated into the 

numerical relational system, which involves numerical values. A numerical relational 

system is defined as an ordered tuple 1 1( , ,..., , ,..., )n mNRS V S S p p= : 

• V is the set of values that can be obtained as a result of measures. 

• 1,..., nS S  are numerical relations. Each numerical relation iS  has the same arity in  

of the empirical relation Ri , so ni
iS V⊆ , i.e., iS  is a subset of the in  times carte-

sian product of the set of values. 
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• 1,..., mp p are binary operations among values. Each binary operation jp  is a func-

tion :jp V V V× → . Therefore, its result is a value, so we have 3 1 2jv v p v=  (infix 

notation is usually used for these operations). As an additional assumption, all bi-

nary operations jp 's are closed, i.e., they are defined for any pair of values 

1 2( , )v v . 

For instance, the set V may be the set of nonnegative integer numbers. A binary 

relation may be greater than, i.e.,> , so V V>⊆ × . A binary operation may be the sum be-

tween two integer values, i.e., 3 1 2v v v= + . Therefore, the numerical relational system 

does not describe the entities or attributes but solely assigns values to them. 

 

2.1.3.3 Measure 

The link between the empirical relational system and the numerical relational sys-

tem can be established using the definition of measure, which associates entities and val-

ues. It also includes scale, which associates the elements of the tuple of the empirical re-

lational system with elements of the numerical relational system. A measure is a function 

:m E V→  that associates a value with each entity. 

As defined previously, a measure establishes a link between the set of entities and 

the set of values, regardless of the relations and operations in the empirical and numerical 

relational systems. Therefore, a measure for the size of program segments may be incon-

sistent with our intuitive knowledge about size, as described by the relation longer-than. 

For example, we may have three program segments: 1e , 2e , and 3e , such that 

1 3( , )e e ∈ longer-than, 2 3( , )e e ∈ longer-than, 1 2( ) ( )m e m e< , and 2 3( ) ( )m e m e< . This ex-
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ample shows that not all measures are appropriate for quantifying intuitive knowledge. 

The Representation Condition places constraints on measures to avoid counterintuitive 

results. 

Definition 2.3 (Representation Condition): A measure 1 2( ) ( )m e m e>  must satisfy 

these conditions. The first condition requires that a tuple of entities be in the relation iR  if 

and only if the tuple of measures computed on those entities is in the relation iS  that cor-

responds to iR . Therefore, if the relation > is the one that corresponds to longer-than, we 

have 1 2( , )e e ∈longer-than if and only if 1 2( ) ( )m e m e> , as one would intuitively expect. 

The second condition requires that the measure of an entity, obtained with the binary op-

eration jo  from two entities, be obtained by computing the corresponding binary opera-

tion jp  on the measures computed on those two entities. 

 

2.1.3.4 Scale  

Definition 2.4 (Scale): A scale is a tuple ( , , )ERS NRS m , where ERS is an empiri-

cal relational system, NRS is a numerical relational system, and :m E V→  is a measure 

that satisfies the Representation Condition. 

Given two relational systems, A and B, we can ask whether a measure exists, such 

that ( , , )ERS NRS m  is a scale. This condition is called the representation problem. If such 

a measure exists, we can ask how uniquely the measure is defined. This condition is 

called the uniqueness problem. The uniqueness problem leads to the definition of scale 

types, such as ordinal or ratio scales. 
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2.1.3.5 Scale Types and Meaningfulness 

Definition 2.5 (Admissible Transformation): Given a scale ( , , )ERS NRS m , a 

transformation of a scale f is admissible if ( , , ')ERS NRS m  is a scale, where 'm f m= o , 

'm  is the composition of f and m. 

Scale types are also defined by admissible transformations. For real scales, there 

is a classification of scales according to their admissible transformations as given in Ta-

ble 2.1 (Roberts 1979). 

Table 2.1 Scale Types 

Name of the Scale Transformation g 

Nominal Scale Any one to one g 

Ordinal Scale g : Strictly increasing function 

Interval Scale ( )g x ax b= +  

Ratio Scale ( )g x ax=  

Absolute Scale ( )g x x=  

 

Descriptions of the types of scales are given as:  

• A nominal scale measure is a classification of the objects. The only possible trans-

formations are those that preserve the fact that objects are different, i.e., one-to-

one transformations. 

• An ordinal scale measure is a ranking of the objects based on some ordering crite-

ria. 
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• An interval scale is a measure that considers the differences between values 

meaningful, but not the values of the measure itself (e.g., temperature variations 

measured on a Celsius or Fahrenheit scale). 

• A ratio scale is a measure that has a meaningful zero value, and the ratios between 

values are meaningful. 

• An absolute scale measure is such that the entity has a meaningful numerical 

value that is not affected by transformations (e.g., count of the objects). 

These types of measurement scales (e.g., levels of measurement) are ranked from 

less powerful to more powerful. In particular, the more powerful scales (interval, ratio, 

and absolute) provide added information and are more useful for measurement purposes. 

Some concerns for the user include knowing what scale type is assumed and what 

the conditions are for the use of a measure on a certain scale level, and determining how a 

measure that creates numbers can be transformed by certain admissible transformations 

of scales. Admissible transformations also help to define meaningful statements (Roberts 

1979). A statement with measurement values is meaningful if and only if its truth or fal-

sity value is invariant to admissible transformations. 

Meaningfulness guarantees that the truth value of statements with measurement 

values is invariant to admissible scale transformations. For example, if we say that the 

distance D1 is twice as long as distance D2, then this statement is true or false no matter 

whether length is measured in meters or yards. Similar issues exist in the area of software 

measures. This is the case if we want to make statements with measurement values, for 

example after the application of statistical methods. 
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2.1.4 Objective versus Subjective Measures 

A distinction should be made between objective and subjective measures. The dis-

tinction is based on the way measures are defined and collected. Objective measures 

should be precisely defined and may be collected using automated tools, while subjective 

measures leave room for interpretation and require human involvement. For instance, 

ranking a failure as catastrophic, severe, non-critical, or cosmetic, may be done based on 

human judgment. As a consequence, subjective measures are believed to be of lower 

quality than objective ones. However, there are a number of cases in which objective 

measures cannot be collected, so subjective measures are the only way to collect informa-

tion that may be important and useful. Efforts must be made to minimize discrepancies 

among the values provided by different people. Guidelines can be utilized in order to 

limit the amount of variability in the values that different people assign to a measure. As 

an example, the definition of values for an ordinal measure should include an explanation 

of what those values mean. If we have a size measure with the levels of small, medium, 

and large, we need to explain how to determine each of the three levels. Otherwise, peo-

ple with different intuitions may provide contrary values when ranking a program accord-

ing to that measure. 

 

2.2 Information Theory 

This dissertation is based on the application of the principles of information the-

ory to the field of software measurement. In this section, relevant information related to 

information theory, specifically entropy, is summarized. 
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Most software measurement methods rely on counting. However, there have been 

studies of new measures based on information theory (Khoshgoftaar and Allen 1994). 

Repetitive patterns have low information content since they can be described more easily 

compared to random patterns with higher entropies. Entropy-based measures can be ap-

plied to several software entities, such as control flowgraphs, object-oriented class inter-

faces, or code itself. 

Entropy is a concept in thermodynamics, statistical mechanics, and information 

theory. In information theory, entropy is related to the randomness of a signal or an event. 

The randomness of a signal is associated with the information carried by the signal. If a 

portion of English text is considered as an example, it can be seen as an encoded string of 

letters, spaces, and punctuation (e.g., our signal is a string of characters). Although there 

are some frequently occurring characters, it is hard to predict consecutive characters. 

Hence, there is randomness in the signal. This measure of randomness is defined as 

entropy by Shannon in his paper, “A Mathematical Theory of Communication (1949).” 

The following assumptions were used by Shannon to derive his definition of 

entropy: 

• The entropy has to be continuous. Changing one of the probabilities by a small 

amount should make the entropy change only by a small amount. 

• If the outcomes of an event are equally likely, then an increase in the number of 

letters in the mentioned example should always increase the entropy. 
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2.2.1 Formal Definition of Entropy 

In an experiment S, the probability of an event ( ( ))A P A  is defined as the measure 

of uncertainty of the occurrence or non-occurrence of A (Papoulis and Pillai 2002). We 

are certain about the occurrence of the event A when either ( ) 0.999P A ≅  or 0.1; our un-

certainty is maximum when ( ) 0.5P A = . Here we discuss the problem of assigning a 

measure for the uncertainty of the occurrence or non-occurrence of any event iA  of a par-

tition U of the sample space S, where a partition is a collection of mutually exclusive 

events whose union equals S. The measure of uncertainty about U will be denoted by 

( )H U  and will be called the entropy of the partition U.  

The function ( )H U  has been derived from a number of postulates based on the 

heuristic understanding of uncertainty. The following is a typical set of such postulates: 

• The term ( )H U  is a continuous function of ( )i ip P A= . 

• If 1   ...    1/Np p N= = = , then H(U) is an increasing function of N. 

• If a new partition B is formed by subdividing one of the sets of U, then  

 ( ) ( )H B H U≥ . 

It can be shown that the sum 

( * ) ( ) ( )nm n mH P Q H P H Q≤ +  (2.4)

satisfies these postulates. Shannon referred to this function as the actual definition for en-

tropy and said it could determine the minimum channel capacity needed to transmit an 

information source of encoded binary digits reliably. This introduction of entropy, in 

terms of postulates, establishes a link between entropy and our heuristic understanding of 

uncertainty. 
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2.2.2 Shannon Entropy 

The Shannon Entropy is a well-known, widely-used measure of information. This 

section presents a brief description of the Shannon Entropy and some of its properties that 

are essential to its use as a measure of software information. The Shannon Entropy, nH , is 

defined as 

k

n

k
kn ppPH 2

1
log)( ∑

=

−=  (2.5) 

where  

0≥kp  ( 1,2,...,k n= ) and 1
1

=∑
=

n

k
kp  ).1( ≥n  

Because a logarithm to the base 2 is used, the resulting unit of information is 

called a bit (a contraction of binary unit). The Shannon Entropy satisfies many desirable 

properties. The following properties are of special interest to our topic (Aczel and 

Daroczy 1975): 

1. Nonnegativity: Receiving information about an experiment does not make an individ-

ual more ignorant than before 

( ) 0nH P ≥ . (2.6) 

2. Symmetry: The amount of information is invariant to a change in the order of events 

( ) ( (1), (2),..., ( ))n n k k kH P H p p p n=  (2.7) 

where k is an arbitrary permutation of the indices on the probabilities. 

3. Normality: A simple alternative, which in this case is an experiment with two out-

comes of equal probability, 0.5, results in one unit of information 

2 (0.5,0.5) 1H = . (2.8) 
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4. Expansibility: Additional outcomes with zero probability do not change the uncertainty 

of the outcome of an experiment 

1 1 2( ) ( , ,..., ,0)n n nH P H p p p+= . (2.9) 

5. Decisivity: There is no uncertainty in an experiment with two outcomes: one of them of 

probability 1, the other of probability 0 

2 (1,0) 0H = . (2.10) 

6. Additivity: The information, expected from two independent experiments, is the sum of 

the information expected from the individual experiments 

( * ) ( ) ( )nm n mH P Q H P H Q= + . (2.11) 

7. Subadditivity: The information, expected from two experiments, is not greater than the 

sum of the information expected from the individual experiments 

( * ) ( ) ( )nm n mH P Q H P H Q≤ + . (2.12) 

8. Maximality: The entropy is greatest when all outcomes have equal probabilities 

)1,...,1,1()(
nnn

HPH nn = . (2.13) 

There are several other entropies that are different from and less popular than the 

Shannon Entropy. The definitions of these entropies are not used in the dissertation. 

 

2.2.3 Entropy of a Graph 

Many software measurements are based on graphs, in particular cubic flowgraphs 

(Zuse 1990). An attribute that characterizes the complexity of a graph can partition the 

set of vertices (edges) into equivalence classes (Davis and LeBlanc 1988). Information 

theory-based measures model the vertices of a graph as samples from a discrete probabil-
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ity distribution estimated from the partition. An entropy measure of this distribution can 

be interpreted as the degree of surprise once expects from an arbitrary vertex in the graph, 

i.e., the average information of the graph per vertex. 

Graph entropy, ( , )H G P , is an information-theoretic function on a graph G with a 

probability distribution P on its vertex set. The definition of a vertex packing polytope is 

necessary (vertex packing refers to independent sets of nodes, also called stable sets). The 

following definitions are given by Korner (1971): 

Definition 2.6 (The vertex packing polytope): ( )VP G of a graph G is the convex 

hull of the characteristic vectors of stable sets of G. 

 Definition 2.7: Let G be a graph on vertex set }{( ) 1,...,V G n=  and let  

 }{ 1,..., nP p p=  (2.14) 

be a probability distribution on V(G) (e.g., 1 ... 1np p+ + =  and 0ip ≥ for all i). The en-

tropy of G with respect to P is then defined as 

( ), 0 1

1( , ) min log
n

ia VP G a i i

H G P p
a∈ >

=

= ∑ . (2.15)

Additional entropy measures of graphs, such as automorphism entropy and chro-

matic entropy are useful to determine the information content of graphs (Mowshowitz 

1968). Automorphism entropy, gH , informally, is a measure of the symmetry of a graph. 

An automorphism,α , is a one-to-one mapping of vertices of a graph, G, to itself that pre-

serves adjacency. In other words, if [ , ]x y is an edge of G, then[ , ]x yα α  is also an edge of 

G. For example, if a graph is a reflection of itself, then the mapping of each vertex of that 

graph to its reflection is an automorphism. The set of all automorphisms on a graph form 

a group. The orbits of that automorphism group partition the vertices into equivalence 
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classes. Assuming that vertices are independent and identically distributed, the entropy of 

this partition can be calculated using 

1
logi i

k

i

n nH
n n=

= −∑ . (2.16) 

Chromatic entropy, cH , informally, is the information content of a graph connec-

tion. A coloring scheme for a graph with a chromatic number, k, partitions the n vertices 

of the graph, G, into k equivalence classes. Let in  be the number of vertices in the thi  

equivalence class. The entropy of the partition can be calculated using (2.16). Since a col-

oring scheme is not unique, chromatic entropy is defined as the minimum entropy of all 

possible decompositions 

1

min log
k

i i
c

i

n nH
n n=

⎛ ⎞= −⎜ ⎟
⎝ ⎠
∑ . (2.17) 

 

2.2.4 Entropy Measurement 

In this section, an entropy measurement example is given, followed by two impor-

tant definitions related to entropy: mutual information and conditional entropy. 

Example: Average information content in the English language.  

a. Calculate the average information in bits/character for the English language, as-

suming that each of the 26 characters in the alphabet occurs with equal likelihood. 

Neglect spaces and punctuation. Using (2.5), we could calculate the average in-

formation content 

2

25

0

1 1log 4.7
26 26k

H
=

⎛ ⎞= − =⎜ ⎟
⎝ ⎠

∑  bits/character. 
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b. Since the alphabetic characters do not appear with equal frequency, the answer in 

part (a) will represent the upper bound on average information content per charac-

ter. Repeat part (a) under the assumption that the alphabetic characters occur with 

the following probabilities: 

• p = 0.10 for the letters a, e, o, t. 

• p = 0.07 for the letters h, i, n, r, s. 

• p = 0.02 for the letters c, d, f, l, m, p, u, y. 

• p = 0.01 for the letters b, g, j, k, q, v, w, x, z. 

The entropy of the example used above is 

( )22 2 24 0.1log 0.1 5 0.07 log 0.07 8 0.02log 0.02 9 0.01log 0.01
   4.17 bits/character.
H = − × + × + × + ×

=
                             

The source rate of information is 

HR
T

=  bps  (2.18) 

where  

H is entropy, and T is the time required to send a message.  

To deal with the noisy environment, another notation of information theory, Mu-

tual Information, will be defined.  

 

2.2.5 Conditional Entropy and Mutual Information 

Assume that the output y represents a noisy version of the input x. How can the 

uncertainty about x be measured after observing y? The conditional entropy of x given y 

is defined as 
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2
,

( ) ( , ) log ( ) ( , ) ( )
x y

H y x p x y p y x H x y H x= − = −∑   (2.19) 

where  

2
,

( , ) ( , ) log ( , )
x y

H x y p x y p x y= −∑   (2.20) 

is the entropy of the joint event, and ( , )p x y  is the joint probability of x and y.  

The conditional entropy in (2.19), also called equivocation, represents the amount 

of uncertainty about the transmitted message x, having received message y. Shannon 

showed that the average effective information content, ( , )I x y , at the receiver is obtained 

by subtracting the equivocation from the entropy of the source  

( , ) ( ) ( )I x y H x H x y= − .  (2.21) 

This quantity is called the average mutual information. The entropy is a special case of 

this mutual information, since ( , ) ( )I x x H x= . Some properties of the mutual information 

are 

( , ) ( , )I x y I y x=  (2.22) 

( , ) 0I x y ≥  (2.23) 

( , ) ( ) ( )I x y H y H y x= − . (2.24) 

 

2.3 Decomposition Theory 

In this section, the methods used to decompose the complex systems are ex-

plained. Complex systems share certain features, such as having a large number of ele-

ments, possessing high dimensionality, and representing an extended range of possibili-

ties. Such systems are hierarchies consisting of different levels, each having its own prin-
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ciples, laws, and structures. The four aspects of complex systems according to Herb 

Simon are (Simon 1969): 

• Complex systems are frequently hierarchical. 

• The structure of complex systems emerges through evolutionary processes, and 

hierarchic systems will evolve much more rapidly than non–hierarchic systems. 

• Hierarchically organized complex systems may be decomposed into sub-systems 

for analysis of their behavior. 

• Because of their hierarchical nature, complex systems can frequently be described, 

or represented, in terms of a relatively simple set of symbols (Maxwell and others 

2002). 

As component-based systems evolve, the project size and complexities also in-

crease. Decomposition of such systems has become crucial to understanding and develop-

ing them. Software modeling and decomposition methods deal with complexity by creat-

ing representations in hierarchical structures. Metrics provide a set of rules for assess-

ment of a system with respect to desired parameters. Therefore, metrics based on models 

become critical to the assessment of systems (Seker and Tanik 2004). In the following 

sections, we will explain the decomposition method we use in this dissertation, Prather’s 

decomposition using CCFGs. 

 

2.3.1 Decomposition with Cubic Control Flowgraphs 

Control flowgraphs have been very useful in analyzing programs and their algo-

rithms. They not only represent the logic flow throughout the program, but the overall 

control structure. Representing a program by graph enables one to use analysis tech-
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niques from graph theory. There have been various measures based on the control flow-

graphs of programs. Control flowgraphs have not only been used for deriving measures, 

but also for analyzing certain metrics commonly used in the assessment of certain attrib-

utes of program quality. When used to represent the skeleton of a component-based soft-

ware, directed CFGs with cubic graph properties, namely CCFGs, enable the composition 

and decomposition of the structural system skeleton (Seker and others 2004).This section 

starts by introducing CCFGs and then provides some graph theoretical notions and for-

malisms. An example is provided to show the transition of a program’s CFG to a CCFG, 

and then its decomposition into the CIUs. 

 

2.3.1.1 Cubic Control Flowgraphs 

A specific class of CFGs, CCFGs are of special interest. A structured program can 

be represented by a CCFG, then the CCFG can be reduced to its components, namely the 

CCFGs of the three constructs for structured programming. Prather used CCFG proper-

ties in designing and analyzing software metrics (Prather 1995). Moreover, by using the 

sequencing and nesting properties of CCFGs, Prather identified a collection of independ-

ent metrics and constructed a combination metric (Prather 1996). 

 

2.3.1.2 Structured Programming Constructs by CCFGs 

 Following Prather (1995), Figure 2.1 shows the three basic constructs in flow-

chart form and their equivalent CCFGs and cubic graphs. The main focus of this chapter, 

related to flowgraphs, is the CCFGs. In CCFGs, the decision nodes are colored black and 

have indegree one and outdegree two, while the junction nodes are white and they have 
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indegree two and outdegree one. Tang used CCFGs to investigate McCabe’s Cyclomatic 

Number (Tang and others 2001) and showed that the Cyclomatic Complexity is the num-

ber of decision nodes plus one. Tang also developed a framework for the composition 

and decomposition of CBS systems using the CCFG representation of a system skeleton 

(Tang 1999). 

 

Figure 2.1 The three constructs of structured programming and their equivalent CCFGs 
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2.3.1.3 Composition and Decomposition Principles of CCFGs 

 Following Prather (1996), the steps for the decomposition and composition of 

CCFGs are stated as: 

Decomposition of CCFGs 

• Identify two edges to be removed to get a disconnected graph. 

• Add one edge to each of the resulting graphs to retain their cubic graph property. 

Composition of CCFGs 

• Identify one edge from each of the cubic graphs to be composed and remove the 

edges. The removed edges must be from opposite directions, and at least one of 

them must be the dashed edge. When one edge is dashed, the resulting flowgraph 

is sequencing of the two. When both edges are dashed, the result is nesting of the 

two CCFGs. The flow direction to and from the corresponding nodes must be kept 

consistent with the originals. 

• Bridge the graphs with two edges such that the edges extend from one graph to 

the other, retaining the cubic graph property of the resulting graph. 

The decomposition process can be continued until no further decomposition is 

possible. In this case, the undecomposable components are called irreducible, or prime 

CCFGs. A cubic graph must be doubly connected (e.g., two edges must be removed to 

disconnect the graph) so that it can be decomposed into two components. Singly con-

nected cubic graphs have no corresponding program CFG due to the violation of strong 

connectedness, and therefore they are not of interest for this study. Triply connected cu-

bic flowgraphs are irreducible (Seker 2002). 
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2.3.2 Decomposition of Structured Programs into CIUs 

In order to represent the construction of the CCFG of a program and decompose it, 

an example is provided. Although the focus of this study is not to replicate existing 

knowledge, the detailed decomposition process is used later on in the decomposi-

tion/representation phase of the entropy framework. Therefore, the decomposition steps 

are demonstrated. Two definitions are needed before the example is explained (Seker 

2002). 

Definition 2.8: Every CCFG is a Component Integration Unit (CIU).   

Definition 2.9: Every irreducible CCFG is a CIU.  

 

2.3.2.1 A Complete Decomposition of a Program into its Constructs 

The following example is used to present the decomposition of a CBS based on its 

CCFG. The decomposition process is continued until the irreducible (prime) CIUs are 

obtained. The system used in this example is a structured program and does not include 

any statement that violates any of the structured programming constructs. 

A program and its CFG are seen side by side in Figure 2.2. In this program, the 

capital letters ( , ,...)A B  may be used to represent either program segments or components. 

Moreover, they can be CIUs provided as components from a component provider. P1, 

P2,..., P5 represent the conditional statements on which decisions are made. The next 

step is to convert the CFG of Figure 2.2 to a CCFG. This conversion is done by collaps-

ing the process nodes that correspond to components and introducing junction nodes 

where necessary to render the resulting control flowgraph cubic. Figure 2.2 shows the 

CCFG of the program and its control flowgraph. 
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The resulting CCFG shown in Figure 2.3 has its decision nodes colored black. 

The junction nodes are white, while all of the process nodes have been collapsed. The 

process nodes that correspond to components on this system skeleton are hidden along 

the arcs of this CCFG. 

 

 
Program Sample( ) 
begin 
A; 
   if P1 then 
   B; 
   else 
   C; 
   endif 
D; 
   while P2 do 
   repeat 
   E; 
   F; 
   until P3 
      if P4 then 
      G; 
         if P5 then 
         H; 
         else 
         J; 
         endif 
         K; 
      else 
      L; 
      endif 
    M; 
    endwhile 
N; 
end 
 

 
 

Figure 2.2 A program, its control flowgraph and cubic control flowgraph 

Figure 2.3 shows some of the components of the CCFG shown in Figure 2.2. The 

first step of decomposition produces CIU-1 and CIU-2, enclosed in dotted rectangles. 

CIU-2 can be decomposed further. Some of the components of CIU-2 are marked and 
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labeled in the figure, but one of them is not seen as easily as the others. After the decom-

position process is finalized, all of the resulting CIUs are prime components, hence no 

further decomposition is possible. Then the components that are hard to see at first sight 

become visible. 

First level decomposition 

 In the first level of decomposition, the system level CCFG is decomposed into 

two main components, CIU-1 and CIU-2, which are seen in Figure 2.3. To explain further 

steps in the decomposition process, the CIUs that make up CIU-2 are enclosed in dotted 

rectangles and numbered accordingly, as shown in Figure 2.4, in which the first step of 

the decomposition process is depicted. 

Second level decomposition 

In the second level of decomposition, both of the CIUs that resulted from the first 

level decomposition need to be processed. For this specific example, CIU-1 is prime (not 

decomposable). Moreover, CIU-1 corresponds to the selective construct, which is one of 

the basic constructs of structured programming languages. Therefore, the decomposition 

process will focus on decomposing CIU-2 into its two main components that are seen in 

Figure 2.5. One can see the decomposition is not yet finalized, since there are still doubly 

connected components in CIU-2-1 and the remainder of CIU-2. 
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Figure 2.3 The two components obtained from the CCFG shown in Figure 2.2 
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Figure 2.4 First level decomposition of the CCFG shown in Figure 2.2 

 

 

Figure 2.5 Second level decomposition of the CCFG shown in Figure 2.2 
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The prime CIUs 

The final products of the decomposition process are shown in Figure 2.6. All of 

the CCFGs are triply connected and hence are irreducible. These results can be verified 

by examining the prime CIUs to determine that they do not contain any CIU that can be 

extracted. As expected, all of the prime CIUs obtained at the end of the decomposition 

process are of the three basic structured programming constructs. 

 

Figure 2.6 All of the prime components of the CCFG shown in Figure 2.2 

 
Summary 

This chapter summarized the theoretical foundation of this dissertation, which 

consists of software measurement theory, information theory, and decomposition theory. 

The measurement theory section presented the fundamental definitions used throughout 

the dissertation, including measure and metric. The information theory section explained 

entropy and the measurement of entropy. The decomposition theory section explained the 

method of decomposition of flowgraphs. These sections are referenced throughout the 

dissertation to explain the decomposition of hierarchical software systems and the appli-

cation of entropy-based metrics. 
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CHAPTER 3 
 

HIERARCHY, COMPLEXITY, AND COMPONENT-BASED SOFTWARE 
 
It is a commonplace observation that nature loves hierarchies. Most of the complex sys-
tems that occur in nature find their place in one or more of four intertwined hierarchic 
sequences (Simon 1969). 
  

           Herbert Simon 
 
In the last chapter, complex systems were defined as having hierarchies and it was 

shown that they could be decomposed into sub-systems for an analysis of their behavior. 

According to Morowitz (1995), the complex systems share certain features, such as hav-

ing a large number of elements, possessing high dimensionality, and representing an ex-

tended range of possibilities. Such systems are hierarchies consisting of different levels 

with each having its own principles, laws, and structures. Twenty years ago, Brooks 

noted the essential complexities that make computer software the most complex entity 

among human-made artifacts (Brooks 1987). Decomposition, abstraction, and separation 

of concerns are general methods for tackling the complexity problem. Identifying the hi-

erarchies within a complex software system is often not easy, because it requires the dis-

covery of patterns among many objects, each of which may embody tremendously com-

plicated behavior. Once these hierarchies are exposed, the structure of a complex system 

and an understanding of it become simplified (Booch and others 2007). 

In this section, the hierarchy of systems, complexity issues in software, types of 

software complexities, and an effective way of coping with complexity, component-based 

development, are discussed. This section proves that representing software as a hierarchi-
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cal system is necessary to apply measurement methods. Hence, the decomposition and 

abstraction of a software system is considered an essential part of the measurement 

framework that is described in the related chapter of this dissertation. 

 

3.1 Hierarchy of Systems 

Hierarchy theory is a subset of general systems theory that emerged as part of an 

effort to deal with the complexity problem. Rooted in the work of economist Herbert 

Simon, chemist Ilya Prigogine, and psychologist Jean Piaget, hierarchy theory focuses 

upon levels of organization and issues of scale. There is significant emphasis placed upon 

the observer in the system (Allen and Starr 1982). 

In mathematical terms, a hierarchy is a collection of parts with ordered asymmet-

ric relationships inside a whole; meaning that upper levels are above lower levels, and 

that the relationships upward are asymmetric with the relationships downward. Hierar-

chical levels are populated by entities whose properties characterize the level in question. 

It is possible to describe two levels in a hierarchical structure, level of organiza-

tion and level of observation. Level of organization fits into its hierarchy by virtue of a 

set of definitions that lock the level in question to those above and below. For example, a 

biological population level is an aggregate of entities from the organism level of organi-

zation, but it is only so by definition. There is no particular scale involved in the popula-

tion level of organization, in that some organisms are larger than some populations, as in 

the case of skin parasites. Level of observation fits into its hierarchy by virtue of relative 

scaling considerations (Allen and Starr 1982). 
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It is also possible to distinguish complexity from complicatedness with the hierar-

chy theory. A hierarchical structure with a large number of lowest level entities, but with 

simple organization, offers a low, flat hierarchy that is complicated rather than complex. 

The behavior of structurally intricate systems is elaborate and complicated, whereas the 

behavior of deeply hierarchical complex systems is simple. 

We follow the approach to hierarchy that Herb Simon described in his book, the 

Sciences of the Artificial (Simon 1969). Simon argues that complexity takes the form of 

hierarchy and that hierarchical systems evolve faster than non-hierarchical ones. Gener-

ally, a hierarchy is a recursive partition of a system into subsystems. Examples of hierar-

chies are common in social, biological, physical, and symbolic (e.g., books) systems. In 

biological systems, it is argued that hierarchical systems evolve faster because the many 

sub-systems form as intermediate stable stages in the process. Similarly, in problem solv-

ing, mainly a selective trial-and-error process, intermediate results constitute stable sub-

assemblies that indicate progress. Simon also states that hierarchies have the property of 

near decomposability; namely that the short-term (high-frequency) behavior of each sub-

system is approximately independent of the other components, and in the long run, the 

long-term (low-frequency) behavior of a sub-system depends on that of other components 

only in an aggregate way. In conclusion, a general theory of complex systems must refer 

to a theory of hierarchy, and the near decomposability property simplifies both the behav-

ior of a complex system and its description. 
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3.2 Complexity of Software 

Complexity has been discussed in the software domain for the last thirty years. 

One early work is the doctoral thesis of Van Emden, “An Analysis of Complexity 

(1971).” The work of Van Emden was based on the concept of conditional probabilities 

on the formalism of information theory, and appeared suitable to model the complexity of 

interconnected systems, such as programs built of modules. The reasons for creating or 

inventing software measures are based on the knowledge that program structure and 

modularity are important considerations for the development of reliable software. Most 

software specialists agree that higher reliability is achieved when software systems are 

highly modularized and module structure is kept simple (Schneidewind 1977). Modular-

ity was discussed earlier, by Parnas (1975), who suggested that modules should be struc-

tured so that a module has no information pertaining to the internal structure of other 

modules. 

Software complexity measurement is an area of software engineering that has 

been studied for over 30 years. Its objective is measuring factors that affect the cost of 

developing and maintaining software. Over the years there have been more than a hun-

dred different metrics to measure software complexity (Henderson-Sellers 1996; Fenton 

and Pfleeger 1998). However, there is no established common definition of software 

complexity. Zuse (1990) states that the term "software complexity" is poorly defined and 

that software complexity measurement is a misnomer. He gives this definition of soft-

ware complexity: “The true meaning of software complexity is the difficulty to maintain, 

change, and understand software. It deals with the psychological complexity of pro-

grams.” According to Basili (1980), software complexity is a measure of the resources 
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expended by a system (human or other) while interacting with a piece of software. If the 

interacting system is a programmer, then complexity is defined by the difficulty of per-

forming tasks, such as coding, debugging, testing, or modifying the software. Even 

though this definition does not clarify the complexity of the problem or the difficulty of 

finding the solution, it provides a good understanding of problem complexity.  

The software design process can be defined as an operational model obtained 

from a set of transformations applied to the initial model of that problem (Lehman and 

Belady 1985). Therefore, behind each solution there is a problem. However, the complex-

ity of the problem differs from the complexity of the solution. For example, complex so-

lutions may exist for simple problems. The complexity of a problem is the amount of re-

sources required for an optimal solution. The complexity of a solution is the amount of 

resources required for that solution (Cardoso and others 2001). Henderson-Sellers (1996) 

proposes another definition, in which software complexity is a concept which refers to 

the characteristics that cause the person who performs a task on the software to experi-

ence difficulty. For him, the cognitive complexity of software refers to those characteris-

tics of software that affect the level of resources used by a person performing a given task. 

Despite the fact that there are numerous works on software complexity, system-

atic approaches in its classification and use are lacking. The situation in this field is con-

fusing, and unsatisfying for the user (Zuse 1990). Researchers urgently need theoretical 

guidance on the measurement of software in general, and software complexity in particu-

lar. Baker and others (1990) suggested, “For research results to be meaningful, software 

measurement must be well grounded in theory.” Kearney and others (1986) had stated 
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previously, “Successful software complexity measure development must be motivated by 

a theory of programming behavior.”  

The importance of software complexity lies in the fact that knowing the complex-

ity of a specific software product or its module enables one to do the following: 

• Predict the cost of testing and maintenance, the number of errors left in the soft-

ware, and the size of the final program. 

• Assess the time, effort, and cost of development. 

• Identify critical modules or parts of the software. 

• Compare programs, modules, and programmers according to software complexity 

(Podgorelec and Hericko 2007).  

Complexity measures do not necessarily represent the software development or 

maintenance effort expended or the software cost. For example, software complexity in 

terms of the Cyclomatic Number (McCabe 1976) is related to the number of defects 

rather than to software cost or effort. Albrecht’s Function Point Analysis (1979) is widely 

used to measure the software size of Management Information Systems and is derived 

from software functionalities. 

 

3.3 Types of Software Complexities 

There have been different classifications of software complexities. According to 

Zuse, there are two main categories of software complexity: computational and psycho-

logical (Zuse 1990). Computational complexity refers to algorithm efficiency in terms of 

the time and memory needed to execute a program. Psychological complexity refers to 

the human effort needed to perform a software task, or, in other words, the difficulty ex-
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perienced in understanding or performing such a task. In the literature, software complex-

ity measures refer to psychological complexity. Three specific types of psychological 

complexity that affect a programmer's ability to comprehend software have been identi-

fied (Cardoso and others 2001; Conte and others 1986): problem complexity, system de-

sign complexity, and procedural complexity.  

Problem complexity is a function of the problem domain. Simply stated, it is as-

sumed that complex problems are more difficult for a programmer to comprehend than 

simple problems. Since this type of complexity is impossible to control, it is generally 

ignored in software engineering. 

System design complexity addresses the mapping of a problem space into a given 

representation. Structural complexity and data complexity are the two types of system 

design complexity defined for structured systems (Cardoso and others 2001). Structural 

complexity addresses the concept of coupling, which measures the interdependence of 

modules of source code, i.e., C functions calling other C functions. It is assumed that the 

more coupling between modules, the more difficult it is for a programmer to comprehend 

a given module. Data complexity addresses the concept of cohesion. Cohesion measures 

the intradependence of a module. In this case, it is assumed that the more cohesive a 

module, the easier it is for a programmer to comprehend the module (Stevens and others 

1976).  

The complexity of a system is based on the sum of the structural and data com-

plexity for all modules in the system (Cardoso and others 2001). These measures address 

information system complexity at the system and module levels. This multiple level ap-

proach with an emphasis on cohesion and coupling provides a basis in traditional soft-
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ware measurement for the proposed software complexity model of OO systems. Proce-

dural complexity is associated with the logical structure of a program. This approach to 

complexity measurement assumes that the length of the program (number of tokens or 

lines of code) (Halstead 1977) or the number of logical constructs (sequences, decisions, 

or loops) (McCabe 1976) that a program contains determines the complexity of the pro-

gram (Cardoso and others 2001). A classification of software complexity is given in Fig-

ure 3.1. 

 

 

 

 

 

 
Figure 3.1 Classification of software complexity 

 
In the next section, one of the recent software paradigms that tackles software 

complexity by building software from loosely coupled components is explained.  

 

3.4 Component-Based Software Development 

CBSE emerged in the late 1990s with the objective of increasing the reuse of ex-

isting components. The main objectives of CBD are to cope with the inherent complexity 

of large software systems and to enable the reuse of components. The CBD process in-

cludes defining, implementing, and integrating loosely coupled components into systems 
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(Sommerville 2007). The history of the decomposition of software into modules goes 

back to the early 1970s. Parnas (1972) explained the need for separating the software into 

modules. The benefits of the modularity he summarized are still valid current software 

practice. These benefits are: 

• Shorter time-to-market (development time) because modules can be developed by 

separate groups. 

• Increased product flexibility. 

• Ease of change. 

• Increased comprehensibility, as modules can be studied separately. 

CBSE is a software development process that is based on modularity principles 

with a special emphasis on component reuse. CBD allows the developers to perform their 

activities in a repeatable way to build systems that have predictable properties. In addi-

tion to decomposition and modularity, integrating components into larger applications is 

a primary objective of CBD. As software systems grow larger and more complex, the 

only way to cope with complexity is to reuse existing components. CBSE addresses the 

complexity of software by decomposing software into components that conform to a spe-

cific component model. Using components allows application developers to package and 

organize code in a more formal, high level manner (Heinemann and others 2004).  

There have been many definitions offered for software components (Szyperski 

1998). The general consensus is that a component is an independent software unit that 

can be composed with other components to create a software system (Sommerville 2007). 

Another definition that includes two important characteristics of a component is the fol-
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lowing: A component is an object with a well-defined run-time interface, and an inde-

pendently developed body for composition with other components.  

The implementation details of a component are hidden from the casual users and 

are known by those, who need to modify or test the component. The components com-

municate through well-defined interfaces, and one implementation of a component can be 

replaced by another without changing the system (Aktunc 2002). For integration issues, 

the interface must provide information about the component’s methods and attributes. A 

good documentation of a component should include the syntax, and ideally, the semantics 

of all component interfaces (Sommerville 2007). Components must also conform to a 

standardized component model that may define the component interfaces, composition 

rules, and deployment. The component models are the basis for system middleware that 

provides support for executing components. The most important component models are 

CORBA, Enterprise Java Beans model, and .NET. 

The CBSE process is composed of two sub-processes, domain engineering and 

component-based development. The activities of domain engineering include identifying, 

constructing, cataloging, and disseminating a set of components in a particular applica-

tion domain. CBD activities include adapting and integrating components for software 

creation. Figure 3.2 identifies these sub-processes and their interactions. In this process 

model, the domain experts analyze the domain and create a domain model that acts as a 

basis for analyzing user requirements. In the meantime, software architects begin the de-

sign phase according to requirements analysis. After reusable components are located in 

the component libraries or created, they are used by software engineers during compo-
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nent based development. The process continues with application testing and continuous 

updates. 

 

Figure 3.2 A process model that supports CBSE (adapted from Pressman 2007) 

In the following chapter, CBSE is discussed in terms of measurement, following a 

summary of the current use of metrics in software engineering. CBSE is compared to tra-

ditional engineering disciplines. This comparison leads to the argument that measurement 

and use of metrics are necessary for CBSE to become an established engineering disci-

pline.  
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Summary 

In this chapter, Simon’s outlook on the hierarchy of systems was discussed. Then, 

the complexity issues in software that have emerged since the early 1970s were summa-

rized. Methods to tackle software complexity, such as modularity, decomposition, ab-

straction, and separation of concerns were explained briefly. In the following section, the 

taxonomy of software complexity was presented; mainly, computational and cognitive 

complexities. The last section summarized CBD, a relatively recent method to develop 

software using such methods as modularity and reuse. The process of CBSE was ex-

plained using its sub-processes: domain-based engineering and component-based devel-

opment. The next chapter deals with software metrics and offers a discussion as to why 

software metrics are needed in order to achieve success in applying CBD principles. 
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CHAPTER 4 
 

SOFTWARE METRICS 
 

Software management has witnessed significant growth in the last twenty years. 

Effective management of any process requires quantification, measurement, and model-

ing (Mills 1988). Software metrics provide a quantitative basis for the development and 

validation of software development process models. As software development matures, 

effective metrics will enable organizations to monitor and improve their productivity. The 

transition from measurements to metrics is similar to the transition from observation to 

understanding (Pandian 2004). Metrics are created by the developer and designed to re-

veal a chosen characteristic in a reliable and meaningful manner. The metrics are then 

applied to software, depending on the property that needs to be addressed.  

This chapter begins by addressing the need for software metrics, followed by a 

definition and discussion of the benefits of software metrics. Then, the attributes of soft-

ware metrics are listed. The next section answers the questions of how and what to meas-

ure with software metrics. It is followed by a software metrics taxonomy that branches 

under three main classes: product, process, and resource metrics. The last section focuses 

on metrics that could be used for CBD.  

 

4.1 The Need for Software Metrics 

Software projects are notorious for running over schedule and budget, yet still 

having quality problems. IT projects run over budget by about 43 percent on average, 
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representing more than $17 billion in IT spending, according to the Standish Group, a 

research firm. In 2005, only 29 percent of IT projects finished on time and within budget. 

Also, 53 percent missed deadlines or budgets, while 18 percent failed outright (Wilson 

2005). There are many reasons for the failure of these projects, such as weak project 

management, poor planning, communication shortfalls, excessive focus on technology at 

the expense of business processes, and organizational problems. A key solution to soft-

ware management problems is the application of a metrics program, primarily a process 

which involves collecting, analyzing and using measurement data in order to have control 

over projects. Software measurement allows the developers to quantify schedule, work 

effort, product size, project status, and quality performance. Accurate schedule and cost 

estimation can be achieved through effective software management, which can be facili-

tated by the use of software metrics. Improvement of the management process depends 

upon an enhanced ability to identify, measure, and control essential parameters of the de-

velopment process. The goal of software metrics is the identification and measurement of 

the essential parameters that affect software development (Mills 1988). 

 

4.2 Definition of Software Metrics 

Software metrics are an integral part of software engineering. Goodman (1993) 

defines software metrics as, “The continuous application of measurement based tech-

niques to the software development process and its products to supply meaningful and 

timely management information, together with the use of those techniques to improve 

that process and its products.” 
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Metrics strongly support software project management activities. They relate to 

the four functions of management (USC 2001):  

• Planning. Metrics serve as a basis for cost estimating, planning training, resource 

planning, scheduling, and budgeting.  

• Organizing. Size and schedule metrics influence a project's organization.  

• Controlling. Metrics are used to track software development activities for compli-

ance to plans.  

• Improving. Metrics are used as a tool for process improvement, to identify where 

improvement efforts should be concentrated and to measure the effects of these 

efforts.  

A metric quantifies a characteristic of a process or product. Metrics can be di-

rectly observable quantities or can be derived from one or more directly observable quan-

tities. Examples of raw metrics include the number of items, such as the source lines of 

code (LOC), documentation pages, staff hours, tests, and requirements. Examples of de-

rived metrics include the source LOC per staff hour, defects per thousand LOC, and a 

cost performance index.  

 

4.3 Benefits of Software Metrics 

Software metrics provide quantitative and qualitative values to management. Met-

rics allow the success of the project to be assessed and provide a basis for calculating a 

return on investment (ROI). Metrics are also a valuable way to track the health of the 

software and to help identify issues quickly and systematically for effective solutions. 

Metrics initiate observation and analysis, which leads to a discovery of goals, capabilities, 
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and constraints. Quantitative expressions of the observations give additional clarity and 

simplicity. Metrics are catalysts for improvement initiatives and quality movements. By 

integrating knowledge and providing communication, resources are better utilized.  

Using metrics data improves the personal thinking process. Aside from rational 

models, metrics lead to cognitive models that improve the vision of the developers. Prob-

lem solving cycles benefit from metrics. Metrics are used for recognition and diagnosis of 

problems, and they provide necessary data and methods for the managers and developers 

to find solutions (Pandian 2004). Metrics provide specific success criteria for projects, 

allowing the outcomes to be assessed at the end of implementation. Metrics provide a 

concrete way of assessing the success of various approaches which leads to greater un-

derstanding. This assessment can be considered when establishing new initiatives. Met-

rics can be of tangible benefit both at the early stages of a project and throughout its life.  

 

4.4 Attributes of Software Metrics 

There has been a major increase in the quantity of software metrics in the last 

twenty years. During the evaluation of software using metrics, it is critical that we evalu-

ate the metrics themselves according to some criteria. Ejiogu (1991) defined a set of at-

tributes that metrics should encompass: 

• Simplicity. Metrics should be simple, easy to understand, and meaningful. They 

should be understood by many members of a project team, and should not be too 

complicated to apply. 

• Empirically and intuitively persuasive. The metrics should satisfy the engineer’s 

intuitive notions about the product attribute under consideration. 
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• Consistent and objective. Metrics should yield repeatable, consistent data inde-

pendent of the people applying them. The data should not come from unrealistic 

assumptions or easily manipulated resources. 

• Consistent in the use of units. The computation of the metrics should use consis-

tent units that are mathematically sound. 

• Language independent. Metrics should not be applied according to the program-

ming language but should be based on the design model, or the structure of the 

program. 

• High-quality feedback. Metrics should present valuable results that can be used by 

the software team to improve the product. 

These attributes could be used as a general guideline to determine the usability of 

metrics; however, not all useful metrics satisfy all of these attributes. A common example 

is the popular “Function Point (FP)” metric. The subjective value used in this metric does 

not meet the “consistent and objective” standard, because each person may assign differ-

ent values causing different results. However, FP still provides useful information and 

distinct value (Pressman 2007). 

 

4.5 How and What to Measure 

Choosing metrics for measurement raises fundamental questions: How to measure, 

which includes other questions about how detailed is the collected data, how often the 

measurement should be done, or how the software should be sized? The question of what 

to measure also raises additional questions regarding what is necessary and possible to 

measure. The main objective is to measure what is necessary; however, in most software 
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engineering areas, this aspect is unknown, especially for modern software development 

paradigms or methodologies (Dumke 1998). 

Several architectures and frameworks have been proposed to apply software met-

rics in the last twenty years, such as SEI’s software metrics framework, the Goal-

Question-Metric framework, and even quality models (CMMI) emphasizing measure-

ment (Berander and Jonsson 2006). Designing a metrics architecture is an initial step in 

starting a metrics program. Architecture needs to connect metrics to business goals and 

decision making in order to make metrics meaningful. Metric models provide the meth-

ods that allow metrics to be applied to the artifacts. There is more than one way to build 

metrics architecture; however, Figure 4.1 presents an architecture that represents the 

common method. The layers of the architecture include business goals, decision center, 

metric models, metrics, and measurement instruments. 

Metrics cannot exist without business goals, and businesses must determine those 

goals before selecting metrics. It is not possible to track the success of any method or 

metrics without having a clear vision of the business goals. Answering questions, such as 

how to increase usability, customer satisfaction, or sales, assists in developing this vision. 

After defining the goals, the decision center that might consist of many organizational 

layers, such as a decision tree, would decide on the metrics model and specific metrics to 

be applied. Many of the metrics models are goal-centered models that have a strong, dy-

namic interaction between goals and metrics. Basili’s GQM (1994) is the best known of 

these models. Metrics models are usually hybrid structures that are composed of cogni-

tive, semantic, and quantitative methods. 
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Figure 4.1 Metrics architecture 

This section thoroughly explains the features of metrics and the methods for using 

them; however, the following points should be taken into consideration in a metric 

framework (Robertson 2003): 

• Metrics should be specific and avoid generalized targets. They should specify tar-

get value, timeframe, who or what will be measured, and dependencies on other 

projects or systems. 
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• Metrics should determine a baseline. The application of metrics at the beginning 

of a project makes it possible to quantify the success of the project when the first 

metrics are assessed. This quantification enables rapid, tangible feedback while 

the issues are still relevant. 

• Metrics should be automated. The design of the system should include the meth-

ods of data collection so that the metrics may become an automatically generated 

product of normal usage. This incorporation of metrics greatly decreases the bur-

den of implementing and managing metrics.  

• Metrics should focus on target entities. Metrics should be implemented to only 

what needs to be measured. If the wrong metrics are put in place, they will dis-

tract from the real issues and goals. At worst, they can entrench undesirable be-

havior or reduce productivity. 

• The implemented metrics should also be dynamically evaluated to determine their 

continuing validity. It is often necessary to discontinue or modify some metrics, 

or to establish new ones. 

These are general guidelines about using metrics; however, it is necessary to ex-

plain what should be measured as well. There are numerous entities that may change 

from project to project, though the following are the most common (Poulin 2001): 

1. Schedule. Schedule progress needs to be tracked continuously. Estimated progress 

can be updated according to the results of the measurement. Earned value report-

ing, such as the value of work completed compared to the budgeted cost of work 

scheduled, is one of the methods used by project managers. 
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2. Source instructions per component. Code counting tools can list the total SLOC 

(Source Lines of Code) per component. 

3. Labor hours. Recording the number of hours people work on projects or compo-

nents.  

4. Classification of the component. Classifying components into categories, such as 

new code, changed code, built for reuse, and reused code. This data is helpful in 

calculating the amount of reuse in a component as well as the costs to write reus-

able component, write new components, and to reuse components. 

5. Cost. Linking time to cost which generates data, such as cost per component and 

the cost to develop a line of code.  

6. Change requests. Recording the number of change requests indicates the volatility 

of the component design, as well as the level of work in the pipeline. 

7. Defects. Maintaining the count of defects discovered throughout the life cycle. 

This process indicates the quality of components, and allows one to analyze 

where in the life cycle there are more defects and how much it will cost to fix 

them. 

4.6 Software Metrics Classification 

It is possible to make two different classifications in software measurement: One 

is to classify what we are measuring, and the other is to classify what we are measuring 

with. The entities we measure are processes, products, and resources. The entities consid-

ered in software measurement are (Fenton 1991): 

• Process. Any activity related to software development. 

• Product. Any artifact produced during software development. 
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• Resource. People, hardware, or software needed for the processes. 

To measure these entities, we need to identify their attributes, which can be inter-

nal and external. Grady and Caswell (1987) define these attributes as primitive (internal) 

or computed (external). Internal attributes of an entity can be measured based only on the 

entity, therefore the measures are direct. Program size (LOC), number of defects ob-

served in unit testing, or total development time for the project are all internal attributes. 

External attributes of an entity can be measured only with respect to how the entity re-

lates with the environment and can only be measured indirectly. For example, reliability, 

an external attribute of a program, does not depend only on the program itself but also on 

the compiler, machine, and user. Productivity, an external attribute of a person, clearly 

depends on many factors, such as the kind of process and the quality of the software pro-

duced (Riguzzi 1996). External metrics are a combination of other metric values and are 

often more useful in understanding or evaluating the software process than the internal 

metrics. 

Table 4.1, adapted from Riguzzi (1996), shows examples of entities and attributes 

for the different phases of software development. Measurement can take place in all 

phases of software development: requirements analysis, specification, design, coding, and 

verification. Undoubtedly, measurement is most useful when carried out in the early 

phases. Although these are the phases in which it is more difficult to apply measurement. 

In fact, most measures have been designed for the coding phase. 
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Table 4.1 Entities and Attributes (Based on Riguzzi 1996) 

Entity Internal Attributes External Attributes 

Product 
requirements, specifica-
tion, design, code, test 
set 

size, reuse, modularity, re-
dundancy, functionality, 
coupling, cohesion, control 
flow complexity, coverage 
level 

understandability, stability, 
maintainability, comprehen-
sibility, quality, reliability, 
usability, reusability 

Process 
requirements analysis, 
specification, design, 
coding, testing 

time, effort, number of re-
quirements changes, num-
ber of specifications 
changes, number of design 
changes, number of code 
changes 

cost effectiveness 

Resources 
personnel, team, soft-
ware, hardware 

age, cost, size, communica-
tion level, structure, price, 
speed, memory 

productivity, experience, us-
ability, reliability 

 

The basic components of software development, i.e., process, product, and re-

source characteristics, define individual application domains for software measurement 

and allow different measurement strategies (Dumke 1998). At the same time, these char-

acteristics serve as a starting point for detailed classification of software metrics. Several 

references present different classifications of software metrics, but most of them agree on 

the following classification (Fenton and Pfleeger 1998): 

• Product metrics. These metrics measure the software product at any stage of its 

development. They are often classified according to size, complexity, quality, and 

data dependency.  

• Process metrics. These metrics measure the process in regard to the time the pro-

ject will take, cost, methodology followed, and how the experience of the team 
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members can affect these values. They can be classified as empirical, statistical, 

theory-based, and composite models. 

• Resource metrics. These metrics measure available resource characteristics. They 

are sometimes referred to as project metrics. 

 

4.6.1 Product Metrics 

Early works on product metrics were mostly about characteristics of source code, 

such as size. An important number of product metrics also deal with software complexity. 

They measure several software entities, such as specifications documents, design dia-

grams, and source code listings. The following classes of metrics are under the product 

metrics classification tree (Pressman 2007): 

• Metrics for the analysis model address various aspects of the analysis model. 

 Function metrics measure the functionality of the system. 

 Specification quality metrics measure the specificity and completeness of the 

requirements specification. 

• Metrics for the design model quantify the design quality. 

 Architectural metrics measure the quality of the architecture. 

 Component-level metrics measure the complexity and quality of software 

components. 

 Interface design metrics measure the usability of the system interface. 

 Specialized object-oriented design metrics measure characteristics of classes, 

and their communication and collaboration characteristics. 

• Metrics for source code measure various aspects of the source code. 
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 Halstead metrics predict the size of programs based on the number of opera-

tors and operands. 

 Complexity metrics measure the logical complexity of source code. 

 Length metrics measure the size of the source code. 

• Metrics for testing assist in the design of test cases and evaluate testing methods. 

 Statement and branch coverage metrics lead to the design of test cases that 

provide program coverage. 

 Defect-related metrics measure the defects in the program. 

 Testing effectiveness metrics measure the effectiveness of tests in real time. 

 In-process metrics are process-related metrics that are determined as testing is 

conducted. 

The following section briefly explains the metrics listed above. 

 

4.6.1.1 Metrics for the Analysis Model 

4.6.1.1.1 Function Points. The Function Point is a metric that was developed by 

Albrecht (1979). It focuses on measuring the functionality of the software product ac-

cording to the following parameters: user inputs, user outputs, user inquiries, number of 

files, and the number of external interfaces. 

Once the parameters are counted, a complexity (simple, average, or complex) 

value is associated to each parameter. A complexity adjustment value is added to the pre-

vious count. This value is obtained from the response to fourteen questions related to re-

liability of the software product. The following equation is used to calculate Function 

Points 
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 (0.65 0.01 )iFP count total F= × + ×∑    (4.1) 

where  

FP = total number of adjusted function points, count total = the sum of all user 

inputs, outputs, inquiries, files, and external interfaces to which the weighting factor has 

been applied, and iF  = a complexity adjustment value from the response to the fourteen 

reliability questions. 

FP is a widely used metric type due to its usability at the early stages of software 

development, its technology independence, the understandability of it from the perspec-

tives of both developers and users, and its different types, such as Feature Points. The FP 

metric is difficult to use because one must identify all parameters of the software product. 

This identification is subjective, and various organizations could interpret the parameters 

differently. Moreover, interpretations could be different from one project to another in the 

same organization, and could also be different from one software release to another. 

 

4.6.1.1.2 Bang metrics. The Bang metric was described by DeMarco (1982) as a 

measure of size, based on the functionality of the system. It can be calculated from cer-

tain algorithms and data primitives available from a set of formal specifications for the 

software. The diagrams generated during the design show the functional entities. The de-

sign diagrams to consider for the Bang metric are data dictionary, entity relationship, data 

flow, and state transition. Other design diagrams including the business model, use cases, 

and sequence and collaboration diagrams of the Unified Modeling Language (UML), can 

also be used to find the functional entities. The Bang metric can also be combined with 

other measures to estimate the project cost. 
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4.6.1.1.3 Specification Quality metrics; Davis’s metrics. Davis (1993) proposed a 

set of characteristics to evaluate the quality of requirements specification. It includes 

specificity, completeness, correctness, understandability, verifiability, internal and exter-

nal consistency, achievability, concision, traceability, modifiability, precision, and reus-

ability. Each characteristic can be represented using one or more metrics. For example: 

There are nr requirements in a specification, such that 

r f nfn n n= +  (4.2) 

where 

fn  is the number of functional requirements and nfn  is the number of nonfunc-

tional requirements.  

Davis suggests the Q1 metric that determines the specificity of functional re-

quirements based on the consistency of the reviewers’ interpretation of each requirement 

1
ui

r

nQ
n

=  (4.3) 

where  

uin  is the number of requirements for which all reviewers had identical interpreta-

tions. The closer the value of 1Q  to 1, the lower the ambiguity of the specification (Press-

man 2007). 

Coulter’s metrics. Coulter and others (1987) proposed the following metrics to 

determine specification complexity. The complexity of specification assumes there is a 

finite set of memory locations M, a finite set of location values Q, and the problem space 
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PS, the set of state descriptions defined by the program specification. The specification 

complexity is then determined to be 

( )SC H PS=  (4.4) 

2logSC PS=  (4.5)  

where  

H is entropy. Due to the assumption that a priori probabilities of state descriptions 

are equal, the entropy, and hence the SC, reduces to the logarithm of cardinality of the 

problem space. 

 

4.6.1.2 Metrics for the Design Model 

4.6.1.2.1 Architectural metrics. These metrics focus on characteristics of the pro-

gram architecture with an emphasis on the effectiveness of components within an archi-

tecture. These operate as black-box metrics in that they do not require any knowledge of 

a component’s inner structure. 

Card and Glass (1990) define three design complexity metrics: structural com-

plexity, data complexity, and system complexity. System complexity is defined as the 

sum of structural and data complexity 

( ) ( ) ( )C i S i D i= + . (4.6) 
 
For hierarchical architectures, structural complexity of a module, ( )S i , is defined as 

2( ) ( )outS i f i=  (4.7) 

where 

 ( )outf i  = fan-out of module i. 



 

 67

Fan-out is defined as the number of modules immediately subordinate to the module i, 

that is, the number of modules that are directly invoked by module i. Fan-in is defined as 

the number of modules that directly invoke module i. 

Data complexity is an indication of the complexity in the internal interface of a 

module and is defined as 

( )( )
[ ( ) 1]out

v iD i
f i

=
+

. (4.8) 

The relative system complexity measurement is defined as  

( )C iRSC
n

=  (4.9) 

where  

n = number of modules. 

There are other architectural design metrics including one proposed by Fenton 

(1991), and the Design Structure Quality Index (DSQI), developed by U.S. Air Force 

Systems Command (USAF 1987). 

 

4.6.1.2.2 Object-oriented design metrics. Object-Oriented Metrics (OOM) are 

used to determine the quality of the design and bring insight to other issues, such as size 

and complexity. Major studies of OOM have been done by Chidamber and Kemerer 

(1991), Whitmire (1997), Harrison and others (1998), and Lorenz and Kidd (1994). The 

most referenced research is Chidamber and Kemerer’s Metrics Suite. The authors made 

the most thorough research regarding OOM investigation. They proposed six class-based 

design metrics for OO systems: 
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• The Weighted Methods per Class (WMC) Metric is defined as the sum of the 

complexities of all methods of a class.  

• The Depth of Inheritance Tree (DIT) Metric is defined as the maximum length 

from the node to the root of the tree.  

• The Number of Children (NOC) Metric is defined as the number of immediate 

subclasses.  

• The Coupling Between Object (CBO) Classes Metric is defined as the count of 

the classes to which this class is coupled. Two classes are coupled when methods 

declared in one class use methods or instance variables of the other class.  

• The Response For a Class (RFC) Metric is defined as the number of methods in 

the set of all methods that can be invoked in response to a message sent to an ob-

ject of a class.  

• The Lack of Cohesion in Methods (LCOM) Metric is defined as the number of 

different methods within a class that reference a given instance variable.  

Component-level design metrics are covered in section 4.7, metrics for compo-

nent-based systems. 

 

4.6.1.3 Metrics for Source Code 

Source code metrics measure the properties of the source code, such as size, com-

plexity, and maintainability. 
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4.6.1.3.1 Size metrics. SLOC and Halstead metrics are the most known size met-

rics. The oldest software metrics, LOC, have the drawback of being difficult to measure 

and estimate prior to completion of coding.  

LOC. LOC is the oldest and most widely used software metric. It is a quick 

method that can be performed using automated tools. Ease of use is one reason why 

counting LOC has been widespread among software development companies, despite the 

limitations of the measure. 

Currently, the most accepted definition of LOC is given by Conte and others 

(1986), "A line of code is any line of program text that is not a comment or blank line, 

regardless of the number of statements or fragments of statements on the line. This spe-

cifically includes all lines containing program headers, declarations, and executable and 

non-executable statements." 

The LOC metric specifies the number of lines in the code. The comments and 

blank lines are ignored during this measurement. The LOC metric is often represented by 

thousands of LOC (KLOC) or source LOC (SLOC). LOC is often used during the testing 

and maintenance phases, not only to specify the size of the software product but also in 

conjunction with other metrics to analyze other aspects of its quality and cost. 

One of the main disadvantages of LOC is that it does not take into account the 

quality of the code; if we use LOC to measure productivity, a short, well-designed pro-

gram is punished by such a metric. Another disadvantage is that it does not allow com-

parisons of programs written in different languages. One cannot compare software prod-

ucts using LOC unless they are coded in the same language. When developing software 
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in a homogenous environment that is not a problem, but today almost every software pro-

ject uses a variety of languages (Nysted and Sandros 1999). 

Other serious deficiencies associated with LOC (Nysted and Sandros 1999): 

• The lack of a national or international standard for a line of code metric that en-

compasses all procedural languages. 

• Software can be produced using methods in which such entities as LOC are ir-

relevant, i.e., program generators, spreadsheets, graphic icons, reusable modules 

of unknown size, and inheritance. 

• LOC metrics paradoxically give decreased values as the level of the language gets 

higher, so the most powerful, advanced languages appear to be less productive 

than the more primitive, low-level languages. This paradox is due to the definition 

of productivity (productivity=size/effort), which generates a lower productivity 

when the size of the code decreases. 

In spite of these problems, LOC is a widely used metric due to its simplicity, ease 

of application, and absence of alternative size measures. Moreover, there are many em-

pirical studies that demonstrate the usefulness of LOC. One study found that effort corre-

lated better with LOC than with Halstead's metrics and was at least as good as McCabe's 

Cyclomatic Complexity (Basili 1980). Basili’s study and other studies (Evangelist 1983) 

demonstrate that LOC is better or at least as good as any other metric for measuring some 

attributes of software. LOC have been used for a variety of tasks in software development 

including planning, monitoring the progress of projects, predicting (e.g., the effort esti-

mating model, COCOMO, developed by Boehm in 1981), and they have been used as a 
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baseline for evaluation in almost all empirical studies on metrics, including function 

points (Albrecht 1983). 

 

4.6.1.3.2 Halstead metrics. Maurice Halstead’s measures of complexity (Halstead 

1977) were proposed shortly after McCabe presented his cyclomatic number in 1975. 

Halstead stated that any software program could be measured by counting the number of 

operators and operands, and from them, he defined a series of formulas to calculate the 

vocabulary, length, and volume of the software program: 

• Program Vocabulary. Halstead visualized programs as sequences of tokens, with 

each token being classified as an operator or an operand. The vocabulary n of the 

program is 

1 2n n n= +  (4.10) 

where  

1n  is the number of unique operators in the program, and 2n  is the unique 

number of operands. n is the total number of unique tokens used to construct the 

program. 

• Program Length. Program length N is the total number of tokens in the program 

1 2N N N= +  (4.11) 

where  

1N  is the total number of operators, and 2N  is the total number of oper-

ands. N is a measure of the size of the program and is derivable from the program; 

however, the distinction between operators and operands may be non-trivial. 
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• Program Volume. Another program size measure is the program volume, defined 

by Halstead as 

2logV N n= × . (4.12) 

Since N is a number, the unit of V can be interpreted as bits, so V is a measure of 

the storage volume required to represent the program. Empirical studies show that 

values of LOC, N, and V appear to be linearly related and equally valid as relative 

measures of program size (Christensen and others 1981; Elshoff 1976; Li and 

Cheung 1987). 

One of the problems associated with Halstead’s model is how to define operands 

and operators. We already touched upon this issue when we discussed the dependence 

upon programming language. Halstead asserted that all commands in a program can be 

separated into operators and operands, but the problem is that even if we have succeeded 

in categorizing the components of one language, we have to do it all over again when we 

begin to use another language. Moreover, the definition of operators and operands may 

differ between users since there is no standard, which makes comparisons between soft-

ware developers difficult (Ohlsson 1996). 

The psychological assumptions that Halstead makes in his measurement of effort 

and programming time have also been criticized. Opponents have claimed that the postu-

lation that the human mind is capable of eighteen mental discriminations per second is 

too exact and does not have enough empirical evidence to be accepted as scientific (Ohls-

son 1996). 

In spite of all these problems, Halstead metrics have gained wide attention be-

cause they constitute the first attempt to define a metric for software. 
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4.6.1.3.3 Complexity metrics. Complexity metrics are used to determine the com-

plexity of program flow. Many of the approaches are based on representing programs in 

flowgraphs. There are numerous complexity metrics in the literature. Zuse’s surveys 

(1990, 1997) listed eighteen categories of complexity metrics for software. The study that 

has been referenced the most has been McCabe’s Cyclomatic Complexity (1976). The 

most frequently used complexity metrics are explained in the next section. 

 

4.6.1.3.4 Cyclomatic Complexity. The software metric known as Cyclomatic 

Complexity was proposed by McCabe (1976), who suggested representing the program 

as a graph and then determining the number of different paths through the graph. A pro-

gram control flow can be represented by a graph that has unique entry and exit nodes, and 

in which all nodes are reachable from the entry and the exit is reachable from all nodes. 

McCabe’s idea was to measure the complexity by considering the number of paths in the 

control graph of the program. Even for simple programs containing at least one cycle, the 

number of paths is infinite. He therefore considers only the number of independent paths, 

that are complete paths (paths that go from the starting node to the end node of the graph), 

such that their linear combinations can produce the complete path of a program, as seen 

in Figure 4.2. 

In the graph in Figure 4.2, there are four possible paths: aceg, acfh, bdeg, and bdfh. 

We can represent each path as a vector with eight positions, one for each arc, containing 

the number of times that the arc is present in the path. In this case we would see that, of 

the four vectors, only three are independent, while the fourth is always a linear combina-

tion of the other three. Therefore, the number of independent paths is three. In graph the-
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ory, it can be demonstrated that in a strongly connected graph (one in which each node 

can be reached from any other node) the number of independent paths is given by e-n+1, 

where e is the number of nodes and n is the number of arcs. 

 

Figure 4.2 Example graph for Cyclomatic Complexity 

We cannot apply this formula directly to the control flowgraph of a program, be-

cause it may not be strongly connected. We can make it strongly connected by adding an 

arc from the end node to the start node of the program. In this way, we increase by one 

the number of arcs, and therefore the number of independent paths (as a function of the 

original graph) is given by 

( ) - 2V G e n= +  (4.13)  
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and this is the cyclomatic number as defined by McCabe (1976). This formula has an in-

teresting simplification; we can calculate the cyclomatic number only by knowing the 

number of choice points d in the program (Mills Theorem) 

( ) 1V G d= + . (4.14) 

The Cyclomatic Complexity metric is an accurate study of control flow complex-

ity. McCabe partially validated his metric by showing that there is a degree of correlation 

between the cyclomatic number and some quantities that surely influence control flow 

complexity, such as reliability (McCabe 1976). From this experimental work, McCabe 

derived the empirical rule that the cyclomatic number of a module should not be bigger 

than ten. 

However, when we analyzed the metric from the point of view of measurement 

theory, we have seen the demonstration by Fenton (1991) that it is not possible to define 

a single metric for control flow complexity and, therefore, the cyclomatic number as a 

measure of that attribute is not valid. Even if a single metric for control flow complexity 

(and of complexity in general) does not exist, we can still consistently measure single as-

pects of complexity, such as the number of independent paths, for which the cyclomatic 

number is a valid measure.  

Other objections that have been raised against McCabe’s measure are that it is in-

sensitive to, among other things, the frequency and types of input and output activity, the 

size of purely sequential programs, the number of variables in the program, and the inten-

sity of fatal operations in the program, i.e., things that are captured by other measures 

(Ohlsson 1996). 
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4.6.1.3.5 Information Flow. Information Flow metric was first proposed by Ka-

fura and Henry to measure the complexity of a software module (Kafura and Henry 1987). 

Their method counts the number of local information flows entering (fan-in) and exiting 

(fan-out) each procedure. The procedure’s complexity is then defined as 

2 ( _ _ )C procedure length fan in fan out= × × . (4.15) 

The merit of this measure is that it addresses a higher level of complexity than 

does McCabe’s metrics. To get an overall picture of complexity one need also study the 

interactions between modules, not just the transactions within the modules. Modules with 

either a low fan-in or low fan-out are, in a sense, isolated from the system and hence have 

low complexity. This phenomenon is recognized by Kafura and Henry’s measure, and 

they justify the multiplication of fan-in and fan-out by referring to this observation. 

However, from a measurement theory perspective, researchers have questioned 

the basis for this action. In particular, they are concerned about the lack of complexity for 

many modules, as the multiplication leads to a value of zero complexity for any module 

in which either the fan-in or fan-out is zero. Many experts have also questioned the length 

factor, partly because it is a separate attribute and partly because it contradicts measure-

ment theory. Consequently, Martin Shepperd studied Kafura and Henry’s measure in-

depth and identified a number of theoretical problems (Shepperd 1988). He proposed to 

refine the measure by excluding the length factor. 

 

4.6.1.4 Quality Metrics 

Early examples of work on quality metrics were discussed by Boehm, McCall, 

and others (Boehm and others 1976; McCall and others 1977). The user community has 
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since sought a single model for depicting and expressing quality. The advantage of a uni-

versal model is clear; it makes the comparison easier between one product and another. In 

1992, IEEE proposed standard 1061, called “Standard for a Software Quality Metrics 

Methodology,” which builds on and further develops the ISO 9126 model (“Software 

Product Evaluation: Quality Characteristics and Guidelines for their Use”) (ISO 1991). In 

the IEEE standard, software quality is defined as “the degree to which software possesses 

a desired combination of attributes (e.g., reliability, interoperability)” (IEEE 1992). Qual-

ity is then decomposed into six factors (some of which are defined differently in our 

model of software complexity): 

• Functionality implies the existence of certain properties and functions that satisfy 

stated or implied needs of users. 

• Reliability is the capability of software to maintain its level of performance under 

stated conditions for a stated period of time. 

• Efficiency is the relationship of the level of performance to the amount of re-

sources used under stated conditions. 

• Usability is the evaluation of results and the individual assessment of use by users. 

• Maintainability is the effort needed for specific modifications. 

• Portability is the ability of software to be transferred from one environment to an-

other. 

Software quality can be measured at any phase of development. The quality met-

rics are given in the following sections. 
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4.6.1.4.1 Defect metrics. Defect metrics help to follow-up on the number of de-

fects found in order to have a record of the number of design changes, the number of er-

rors detected by code inspections, the number of errors detected during integration testing, 

the number of code changes required, and the number of enhancements suggested for the 

system. Defect metrics’ records from past projects can be saved as history for further ref-

erence. Those records can be used later in the development process or in new projects. 

Companies usually keep track of the defects on database systems specially designed for 

this purpose. 

 

4.6.1.4.2 Reliability metrics. These metrics are used to determine the probability 

of software failure or the rate at which software errors occur. This type of estimation can 

be done if data collected on software defects is examined as a function of time.  

 

4.6.1.4.3 Maintainability metrics. Many efforts have been made to use metrics to 

measure or predict the maintainability of software (Yau and Collofello 1980). For exam-

ple, Halstead metrics were used to predict the psychological complexity of software 

maintenance tasks. Assuming such predictions can be made accurately, complexity met-

rics can be used to reduce the cost of software maintenance (Harrison and others 1982). 

 

4.6.2 Process Metrics 

These metrics measure process in terms of time a project will take, the cost, the 

methodology followed, and how the experience of the team members can affect these val-

ues. Before proceeding to classify process metrics, we need to define related key con-
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cepts, such as process improvement and process management. In the context of improv-

ing organizational maturity, process management is defined as establishing a process in-

frastructure to uniformly support and guide a project’s work. Process improvement, on 

the other hand, specifically refers to improvements in process capability and performance. 

A process management system facilitates process improvements by providing process 

metrics (and empirical data) to assess process capability and performance. 

 

4.6.2.1 Empirical Models 

One of the earliest models used to project the cost of large-scale software projects 

was described by Wolverton (1974). The method compares a proposed project to similar 

projects for which historical cost data are available. It is assumed that the cost of the total 

life cycle effort in the new project can be estimated using this historical data. 

 

4.6.2.2 Statistical Models 

Walston and Felix (1977) from IBM used data from sixty software projects to de-

velop a simple model of software development. The LOC metric was assumed to be the 

principal determinant of the development effort. The relationship that they defined was  

bE aL=  (4.17) 

where  

L is the number of LOC, and E is effort. Regression analysis was used to define a 

and b. Walston and Felix also developed a productivity index based upon evaluations of 

twenty-nine project variables (Walston and Felix 1977). 
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4.6.2.3 Composite Models 

A number of other process models have used some combination of intuition, sta-

tistical analysis, and expert judgment. These have been labeled as composite models by 

Conte and others (1986). The most used is the COCOMO model. This model was devel-

oped by Boehm (1981), and is the widely used cost-estimation model. It provides three 

levels of models: basic, intermediate, and detailed. Boehm defines three modes of prod-

uct development that aid in determining the difficulty of the project: organic, semide-

tached, and embedded. The developmental effort equations are of the form 

bE aS m=  (4.18) 

where  

a and b are constants determined for each mode and model level, S is the value of 

source LOC, and m is a composite multiplier determined from fifteen cost-driver attrib-

utes. Boehm suggests that the detailed model will provide cost estimates that are within 

20 percent of actual values 70 percent of the time (Boehm 1981). Other composite mod-

els worth mentioning are Softcost by Tausworthe (1981), the SPQR model by Jones 

(1986), COPMO by Thebaut (1984), and ESTIMACS by Rubin (1987).  

 

4.6.2.4 Reliability Models 

 A number of dynamic models of software defects have been developed. These 

models describe the occurrence of defects as a function of time, allowing one to define 

the reliability R and Mean Time To Failure (MTTF). One example is the model described 

by Musa (1975), which, like most others of this type, makes six basic assumptions:  

• Test inputs are random samples from the input environment. 
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• All software failures are observed. 

• Failure intervals are independent of each other. 

• Times between failures are exponentially distributed. 

• Failure rate is proportional to the number of faults remaining. 

• Development execution time rate of change of the number of faults corrected is 

proportional to the failure rate. 

Based upon these assumptions, the following relationship can be derived 

( )  (1 ) bctd t D e= −   (4.19) 

where  

D is the total number of defects; b, c are constants that must be determined from 

historical data for similar software; d(t) is the number (cumulative total) of defects dis-

covered at time t. As in many other software models, the determination of b, c, and D is a 

non-trivial yet vitally important task for the success of the model (Ruston 1979; Musa 

1975). 

 

4.6.3 Resource Metrics 

Resource metrics measure the resource characteristics. The developers’ outputs, 

the hardware reliability and performance, and the time elapsed for the project time are 

examples of common resource metrics. Although there are many resource metrics that 

businesses use, there is not an established taxonomy of resource metrics in the literature. 

Human resources metrics, hardware metrics, and network metrics are typically used in 

order to predict cost, effort, and efficiency. 
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Table 4.2 Metrics for Component-Based Software 

Metric Measures 

Productivity The amount of product delivered per unit time. A basic productiv-
ity metric is the ratio of total source lines of code to the total de-
velopment hours for the project. 

Cost Total software development expenditure, including costs of com-
ponent acquisition, integration, and quality improvement. 

Product Stability Level of changes to established software requirements. A basic 
stability metric is the ratio of change requests to the total number 
of requirements. 

Reuse The ratio of the product newly created by the developer to the 
components created and maintained by other parties. 

Time to Market 

 
Elapsed time between development start and component acquisi-
tion to software delivery. 

System Resource 
Utilization 

Use of target computer resources as a percentage of total capacity. 

 

Performance Response time and throughput in transaction bound systems. 

Adaptability Integrated system’s ability to adapt to requirement changes. 

Reliability 

 
Probability of failure-free system operation over a specified pe-
riod of time. 

Customer Satisfac-
tion 

Degree to which the software meets customer expectations and 
requirements. 

 

4.7 Metrics for Component-Based Systems 

As CBD is maturing, the need for measurement and metrics in this area is greater 

than ever. Various metrics, including complexity, cost, and quality, are used frequently in 

CBSE. The difference in the methods for applying metrics arises from components’ 

black-box nature, which masks their internal structure. CBS metrics do not depend on 



 

 83

source code size, which is generally not known. Measuring the number of use cases is an 

alternative measure to size measurement in CB systems. Component development time is 

also strongly affected by high levels of reuse when compared to traditional software pro-

jects. Component-based metrics have been researched by Poulin (2001) and Sedigh-Ali 

and others (2001). Table 4.2 on the preceding page lists metrics that could be used for 

CBS. 

 

Summary 

In this chapter, the need for software metrics was explained by means of schedule 

and cost. A definition of software metrics was given based on Goodman’s definition 

(1993). The benefits of metrics were explained from the perspective of organizations and 

individual developers. Answers were given regarding the question of how the metrics 

should be applied and what the metrics should measure. The next section is a thorough 

summary of the classification of software metrics. Software metrics have been examined 

in three classes: product, process, and resource metrics. The last section of this chapter 

includes a list of metrics that can be applied to component-based systems. 
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CHAPTER 5 
 

ENTROPIC MEASUREMENT FRAMEWORK 
 

This chapter introduces the entropic measurement framework that is the main fo-

cus of this dissertation. The framework is based on two concepts, information theory and 

flowgraphs. The framework is utilized to quantify several aspects of software, such as 

complexity, coupling, and cohesion. 

The chapter begins with a review of efforts to use entropy in software measure-

ment. This section summarizes the novelties and problems faced in examining software 

through measurement of information content and entropy. It continues with a section 

about flowgraph representations and how to represent a flowgraph using a connectivity 

matrix. This section is describes the transition from software to flowgraphs and from 

flowgraphs to matrix expressions. 

The following section explains the measurement of the information content of 

software in reference to Halstead’s (1977) software metrics which are also based on in-

formation theory. The chapter continues with the concepts to be measured, cohesion and 

coupling. It summarizes how the information-theoretical approach may help quantify 

some of the fundamental software engineering concepts. Chapter six includes a detailed 

case study in which the methods explained in this chapter are applied and thoroughly ana-

lyzed in order to complete the framework. 
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5.1 Entropy Measurement in Software 

Entropy has been defined in terms of the information content of software and used 

to measure software code complexity (Harrison 1992; Torres and Samadzadeh 1991; 

Davis and LeBlanc 1988). Harrison utilized entropy to measure the information content 

of C based procedural programs. Davis and LeBlanc used entropy to measure syntactic 

complexity in FORTRAN and COBOL programs, and they also used entropy to predict 

certain effects attributed to the psychological complexity of programs. Torres and Sama-

dzadeh (1991) explored the relationship between entropy and software reusability and 

showed that entropy provides a good measure of program control complexity and reuse. 

They also showed an inverse relationship between the information content of software 

subsystems and their reusability. One of the earliest works in evaluating software code 

using information content or entropy showed that operator usage in programs follows a 

natural probability distribution, and thus could be used to measure a product's informa-

tion content (Zweben and Halstead 1979). Operators, in all of the works mentioned, were 

expressed as special symbols (mathematical operators), reserved words, or function calls. 

The works by Berlinger (1980), Davis and LeBlanc (1988), and Harrison (1992) used this 

empirical distribution of operators to compute code entropy in procedural programs (writ-

ten in FORTRAN, C, COBOL, Ada, and Assembly). 

In procedural programming, publications of Berlinger (1980) and Davis and 

LeBlanc (1988) address the total information content of the program. Berlinger implies 

that a higher level of information content yields a more complex program. Similarly, 

Davis suggests that as information content increases, error density increases. On the other 

hand, Harrison's measure (1992) addresses the average information content per symbol. 
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He based the measure on an empirical distribution of operators within a program, where 

operators are special symbols, reserved words, or function calls. The results demonstrate 

that as the average information content increases, error density decreases, implying less 

complex programs. Harrison (1992) attributed the contradiction between his results and 

those of Berlinger (1980) and Davis (1988) to the fact that he used an average informa-

tion content per symbol rather than the total information content of the program. While 

average information content metrics are not affected by program size, total information 

content metrics are highly affected by program size (Abd-El-Hafiz 2001). 

 

5.2 Representation of a Flowgraph Using a Connectivity Matrix 

5.2.1 Introduction 

A flowgraph can be represented using a matrix [ ]ijA a=  of order n. Each row or 

column in the matrix is represented by a node and is labeled by one of the integers from 1 

to n, such that the node labeled k is associated with the kth row (column) of A. If 0ija ≠ , 

then there is an edge ( , )i j directed from nodes i to j with associated weight ija . For a 

more compact description of a flowgraph, the notation of 3-tuple ( , , )G V E f is used 

where V is a set of nodes, E is a set of edges, and f is a mapping function from E to the 

complex field, such that (( , )) jif i j a= for all i and j in V. It is also convenient to extend 

the mapping function f from a single edge ( , )i j  in E to any subgraph R of ( , , )G V E f , 

such that ( ) (( , ))f R f t k=∏  where the product is taken over all possible edges ( , )t k  in 

R. 
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For any i in V, the symbols ( )iρ  and *( )iρ  are used to denote the numbers of the 

sets of edges of ( , , )G V E f  having i as initial and terminal nodes, respectively. A sub-

graph S of ( , , )G V E f is a regular graph of degree k if ( ) *( )i i kρ ρ= =  for each node i in 

S. If A is a subset of V, the sectional graph, denoted by [ ]G A , is a subgraph whose node 

set is A. The edges of the sectional graph are all E that connect two nodes in A. When 

A V= , the sectional graph is ( , , )G V E f itself. Two subgraphs are disjoint when they 

have no nodes in common. If S is a subgraph of ( , , )G V E f and each node of 

( , , )G V E f is a node of S, then S is a spanning subgraph of ( , , )G V E f . A component of 

( , , )G V E f  is a maximal connected subgraph of ( , , )G V E f . A connection of ( , , )G V E f  

is a spanning subgraph of ( , , )G V E f , which is a regular of degree 1. A subgraph of 

( , , )G V E f , denoted by ijH , is defined as a one-connection from nodes i to j if it con-

tains:  

1. a directed path from nodes i to j or 

2. a set of disjoint, directed circuits that include all nodes in V except for those con-

tained in condition 1. 

 

5.2.2 Adjacency Matrix 

The adjacency matrix { }ijA a=  of a labeled graph G with p points is the p p×  

matrix in which 1ija =  if iv  is adjacent to jv  and 0ija =  otherwise. Thus, there is a one-

to-one correlation between labeled graphs with p points and p p×  symmetric binary ma-

trices with zero diagonals (Harary 1972). 
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The following example is constructed to demonstrate how to find the adjacency 

matrix of a graph. The graph in Figure 5.1 has 9 nodes and 11 edges. 

 

Figure 5.1 Graph G 

Figure 5.2 illustrates the adjacency matrix of the graph G in Figure 5.1. 
 

 

Figure 5.2 The adjacency matrix of graph G 

The number of 1’s in an adjacency matrix is equal to the number of edges in a graph that 

it represents. 
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Definition 5.1 (Reachability Matrix): In the reachability matrix R, 1ijr =  if jv  is 

reachable from iv , and 0 otherwise.  

Assuming the following Boolean operation is carried out on adjacency matrix A: 

identity matrix I is added to matrix A, and Boolean addition and multiplication applied 

until a power k is reached, such that 

( ) ( ) ( )1 1k k kA I A I A I− ++ ≠ + = + = R. (5.1) 

This matrix, denoted by R, to which the successive powers of ( )A I+  converge, is 

called a reachability matrix. When 1ijR = , unit j can be reached from unit i, either di-

rectly or indirectly, through one or more units. The adjacency matrix is also called a one-

hop matrix, especially in studies of arbitrary networks. The adjacency matrix can be ma-

nipulated in order to obtain the connectivity matrix { }ijC c= , for which the entry at 

( , )i j lists the minimum number of hops needed to connect node i to node j. Obtaining a 

connectivity matrix using an adjacency matrix is explained in section 5.2.3. 

Definition 5.2 (Connectivity Matrix): A connectivity matrix is a characterization 

of a graph that offers information about the relationships between all vertices in the graph. 

If graph G is a graph with the vertex set 1 2( ,  ,...,  )nv v v , then the connectivity matrix C is 

the n n×  matrix, ( ) ( )ijC G c= , where ( , )ij i jc d v v= ( ijc  indicates the length of the shortest 

path from vertex i to vertex j). Since the graph G is connected, every vertex is reachable 

from every other vertex; therefore, all elements except for the diagonal elements in the 

connectivity matrix, is non-zero. 

The connectivity matrix of the graph G in Figure 5.1 is illustrated in Figure 5.3. 
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Figure 5.3 The connectivity matrix of graph G 

Definition 5.3 (Maximum distance of a graph): The maximum distance of a graph 

is the longest distance between any vertices on the graph. In terms of the connectivity 

matrix, the maximum distance k is equal to the largest element cij in the matrix 

max( , )k i j=     (5.2) 

where  

1 ,i j n≤ ≤ .  

Referring to Figure 5.3, the maximum distance of graph G is equal to the largest 

element in the connectivity matrix, which is 3. 

 

5.2.3 Obtaining a Connectivity Matrix Using an Adjacency Matrix 

The adjacency matrix of an N-node network is defined as { }ijA a= , where 

1,    exists
0,   does not exist.ij

link i j
a

link i j
→⎧

= ⎨ →⎩
  (5.3) 
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The connectivity matrix of an N-node network is defined as { }( ) ( )m m
ijC c= , where 

( ) 0m
iiC = , and  

 
,  connected to  by  hops

0, otherwise.ij

h i j h m
c

≤⎧
= ⎨
⎩

 (5.4) 

According to this definition, the adjacency matrix for the N-node network is the 

first iteration in calculating the connectivity matrix. That is, (1)C A= . Considering the 

elements of the square of matrix A, which we denote { }2 (2)
ijA A= , these elements can be 

written as 

(2)

1

0,  no path  exists
> 0, at least one path   exists.

N

ij ik kj
k

i k j
a a a

i k j=

→ →⎧
= = ⎨ → →⎩
∑  (5.5) 

Note that every node having at least one neighbor would have a two-hop circular 

path back to itself. There may also be more than one two-hop path from i to j, and it is 

possible for a two-hop path to exist between nodes whose shortest connection is one-hop. 

So, to obtain the second iteration in calculating the connectivity matrix, we first modify 

(2)
ija as  

(2)

0,   (eliminate looping paths)
0,  1 (eliminate two-hop path when there is already a one-hop path)

2,  0,  when 

0,  otherwise

ij
ij

ij

i j
a

b
a i j

=⎧
⎪ =⎪= ⎨ > ≠⎪
⎪⎩

(5.6) 

and then (2)
ijc  is 

(2) 2 (2) (1) (2)
ij ij ij ij ijc a b c b= + = + . (5.7) 

The following example is used to demonstrate how to obtain the adjacency and 

connectivity matrices for the mesh network shown in Figure 5.4. 
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Figure 5.4 A mesh network 

The adjacency matrix for this 3 4×  mesh network is  

(2)

0 0 2 0 0 2 0 0 2 0 0 0
0 0 0 2 2 0 2 0 0 2 0 0
2 0 0 0 0 2 0 2 0 0 2 0
0 2 0 0 0 0 2 0 0 0 0 2
0 2 0 0 0 0 2 0 0 2 0 0
2 0 2 0 0 0 0 2 2 0 2 0
0 2 0 2 2 0 0 0 0 2 0 2
0 0 2 0 0 2 0 0 0 0 2 0
2 0 0 0 0 2 0 0 0 0 2 0
0 2 0 0 2 0 2 0 0 0 0 2
0 0 2 0 0 2 0 2 2 0 0 0
0 0 0 2 0 0 2 0 0 2 0 0

B

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

and the square of this matrix is 



 

 93

2

2 0 1 0 0 2 0 0 1 0 0 0
0 3 0 1 2 0 2 0 0 1 0 0
1 0 3 0 0 2 0 1 0 0 1 0
0 1 0 2 0 0 2 0 0 0 0 1
0 2 0 0 3 0 1 0 0 2 0 0
2 0 2 0 0 4 0 1 2 0 2 0
0 2 0 2 1 0 4 0 0 2 0 1
0 0 1 0 0 1 0 3 0 0 2 0
1 0 0 0 0 2 0 0 2 0 1 0
0 1 0 0 2 0 2 0 0 3 0 1
0 0 1 0 0 2 0 2 1 0 3 0
0 0 0 1 0 0 1 0 0 1 0 2

A

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

. 

 

Applying (5.4) to A2, we obtain the matrix for only two-hop connections 

(2)

0 0 2 0 0 2 0 0 2 0 0 0
0 0 0 2 2 0 2 0 0 2 0 0
2 0 0 0 0 2 0 2 0 0 2 0
0 2 0 0 0 0 2 0 0 0 0 2
0 2 0 0 0 0 2 0 0 2 0 0
2 0 2 0 0 0 0 2 2 0 2 0
0 2 0 2 2 0 0 0 0 2 0 2
0 0 2 0 0 2 0 0 0 0 2 0
2 0 0 0 0 2 0 0 0 0 2 0
0 2 0 0 2 0 2 0 0 0 0 2
0 0 2 0 0 2 0 2 2 0 0 0
0 0 0 2 0 0 2 0 0 2 0 0

B

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

. 

Adding (2) (1) to B C  creates the intermediate calculation for the connectivity matrix for 

2m =  
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(2) (1) (2)

0 1 2 0 1 2 0 0 2 0 0 0
1 0 1 2 2 1 2 0 0 2 0 0
2 1 0 1 0 2 1 2 0 0 2 0
0 2 1 0 0 0 2 1 0 0 0 2
1 2 0 0 0 1 2 0 1 2 0 0
2 1 2 0 1 0 1 2 2 1 2 0

= 
0 2 1 2 2 1 0 1 0 2 1 2
0 0 2 1 0 2 1 0 0 0 2 1
2 0 0 0 1 2 0 0 0 1 2 0
0 2 0 0 2 1 2 0 1 0 1 2
0 0 2 0 0 2 1 2 2 1 0 1
0 0 0 2 0 0 2 1 0 2 1 0

C C B

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥+ = ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

. 

The general rule for the intermediate calculations is 

( ) ( 1) ( ) ,  2m m m
ij ij ijc c b m−= + ≥  (5.8) 

where 

( ) ( )
( )

-1 1

=1

0,     
0,  >0  

,  c 0  when  and 0

0,  otherwise.

ij
m N

ij m m
ik kj ij

k

i j
c

b
m a i j c −

=⎧
⎪
⎪⎪= ⎨

> ≠ =⎪
⎪
⎪⎩

∑
 (5.9) 

5.2.4 Warshall’s Algorithm to Compute a Connectivity Matrix from an Adjacency Matrix 

Warshall’s Algorithm (1962) applies to directed graphs and computes the transi-

tive closure of a directed graph. It follows the logic that if there is a vertex from node A to 

node B, and a vertex from node B to node C, then there is a path from node A to node C. 

The algorithm can be used construct a connectivity matrix from an adjacency matrix. It 

runs in 3( )O n time. It is an effective graph connectivity algorithm when the graph is 

dense, or it is a static structure with few updates and a several queries. The algorithm is 

explained as: 
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• Define two N N×  matrices B and C, in addition to the N N×  adjacency matrix A. 

• Initially, set  and set 0C A B= = . 

• For 2m = to the longest hop distance (or until the update matrix B equals zero). 

 For all node pairs ( , ) (1,1) to ( , )i j N N= . 

o If i j= , skip to the next node pair. 

o If 0ijc > , skip to the next node pair. 

 For 1k =  to N. 

♦ If 0  0ik kjc and a> > for some k. 

♦ Set ijb m= . 

• Exit the loop and go to the next node pair ( , )i j . 

• Set C C B← + , then 0B = . 

At the end of these calculations, C is the connectivity matrix. The sum of all the 

elements of C, divided by ( 1)N N − , equals the average hop distance. 

 

5.2.5 Flowgraph Notation 

A flowgraph is a notation used to represent the control flow of a system. The 

structured constructs of a program can be represented using flowgraph notations, such as 

sequence, if, while, until, and case. Each structured construct has a corresponding flow-

graph symbol. Each circle, called a flowgraph node, represents one or more procedural 

statements. A sequence of process boxes and a decision diamond can map into a single 

node. The arrows in the flowgraph, called edges or links, represent the flow of control 

and are analogous to flowchart arrows. An edge must terminate at a node, even if the 
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node does not represent any procedural statements. Areas bound by edges and nodes are 

called regions. When counting regions, we include the area outside the graph as a region. 

In the C language the conditional constructs include if, while, and case. When compound 

conditions are encountered in a procedural design, the generation of a flowgraph becomes 

more complicated. A compound condition occurs when one or more Boolean operators 

are present in a conditional statement. A separate node is created for each of the condi-

tions a and b, in the statement if a or b. Each node that contains a condition, is called a 

predicate node and is characterized by two or more edges emanating from it. 

Flowgraphs can be represented with connectivity and adjacency matrices. A 

weighted adjacency matrix is a square matrix whose size (e.g., number of rows and col-

umns) is equal to the number of nodes on the flowgraph. Each row and column corre-

spond to an identified node, and matrix entries correspond to connections (edges) be-

tween nodes. An example of a flowgraph and its corresponding weighted adjacency ma-

trix is shown in Figure 5.5.  

 

 

 

 

 

 

Figure 5.5 A flowgraph and its corresponding weighted adjacency matrix 



 

 97

Referring to the Figure 5.5, each node on the flowgraph is identified by numbers, 

while each edge is identified by letters. A letter entry is made in the matrix to represent a 

connection between two nodes. For example, node 3 is connected to node 4 by edge b. 

An adjacency matrix can be defined as a tabular representation of a flowgraph. However, 

by adding a link weight to each matrix entry, the adjacency matrix becomes a powerful 

tool for evaluating program control structure during testing. The link weight provides ad-

ditional information about control flow. In its simplest form, the link weight equals 1 (a 

connection exists) or 0 (a connection does not exist), but link weights can be assigned 

other properties:  

• The probability that a connection (edge) will be executed. 

• The processing time expended during traversal of a link.  

• The memory required during traversal of a link.  

• The resources required during traversal of a link.  

As an example, we use the simplest weighting to indicate connections (0 or 1). 

The weighted adjacency matrix in Figure 5.5 is converted to an adjacency matrix in 

Figure 5.6. 

 
 
Figure 5.6 Adjacency matrix of the flowgraph shown in Figure 5.5 
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Each letter has been replaced with a 1, indicating that a connection exists (zeros 

have been excluded for clarity). It is possible to apply metrics to the adjacency matrix to 

determine the various properties of software. For this matrix, we will use the Cyclomatic 

Complexity metric (McCabe 1976) as an example. 

In the connectivity matrix, each row with two or more entries represents a predi-

cate node; therefore, performing the procedure below provides us a method for determin-

ing Cyclomatic Complexity. The control flowgraph can be implemented using the adja-

cency matrix data structure. The procedure for creating the adjacency matrix from a con-

trol flowgraph is: 

1. A two-dimensional array is declared. Its size is equal to the number of nodes in 

the flowgraph. 

2. The adjacency matrix is constructed. If there is an edge from node i to node j, 

then 1ijA = . If there is not an edge from node i to j, then 0ijA = . 

The complexity can be determined from this adjacency matrix using the following 

procedure: 

1.   Count the number of 1’s in each row. Subtract 1 from these values and save the 

results. 

2.   Add the results from Step 1. This value added by 1 gives the Cyclomatic Com-

plexity.  

For the example given in Figure 5.6, the Cyclomatic Complexity calculation is 

demonstrated in Figure 5.7: 
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Figure 5.7 Adjacency matrix and RS-1 (RS denotes the row sum) 

The sum of the values of the last column in the matrix in Figure 5.7 is 3. According to 

procedure mentioned before, the Cyclomatic Complexity of this flowgraph is 

1 3 1 4n + = + = . 

 

5.3 Entropy and Information Content of Software 

5.3.1 Entropy of Software 

Entropy is a fundamental concept in information theory-based measurement. Ob-

serving the interactions among software components leads to the measurement of com-

plexity, coupling, cohesion, and other software engineering concepts. Software measure-

ment relates the information content of the software to the complexity of the software, 

thus the quantification of the amount of information is used to assess the functional com-

plexity of the system and the required quality improvements (Alagar and others 2000).  

Entropy is a measure of the average information rate of a message or language. 

The output emitted by a discrete source during every unit of time could be a string of 

symbols drawn from a finite alphabet. The probability of the occurrence of the symbols 

defines the information content of the message 2log iI p= . The amount of information 

increases as the number of symbols increase in a system. Based on the additivity princi-
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ple of entropy, explained in Chapter 2, it could be said that the amount of information 

conveyed by two symbols is the sum of their individual information contents. The aver-

age information, provided by a memoryless source, can be computed using several entro-

pies. For software measurement, Shannon entropy is the most suitable, since it satisfies 

many properties, such as nonnegativity, subadditivity, and expansibility.  

 Much of the current measurement work based on entropy relates to the complex-

ity of software. Complexity is quantified using entropy by means of an abstraction of the 

interactions among software components (Abran and others 2004). The information ex-

change between the software and the environment, and within the software components, 

occurs through messages. Messaging between the user and the outside environment con-

sists of user inputs and software responses. In OO programming, class complexity is de-

termined by measuring the information flow in a class, based on the information-passing 

relationship among member data and member functions. The inter-object complexity of a 

program measures information flow between objects. Total complexity is measured by 

class complexity and inter-object complexity (Abd-El-Hafiz 2001). 

Other aspects of software that can be measured by means of information theory 

include cohesion and coupling. Seker’s research (Seker and Tanik 2004) focused on 

modeling CBS systems as noiseless channels, and thereby assessed coupling and cohe-

sion in CBS systems. This dissertation follows an information-theoretic approach by 

measuring the entropy of messages among the software components. We define a set of 

metrics to measure the complexity, coupling, and cohesion of the system, based on the 

entropies of the intermodule and intramodule components. Before this method is thor-
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oughly explained, the information content of software systems and related terms, such as 

coupling and cohesion, need to be clearly defined. 

 

5.3.2 Information Content of Software Systems 

It is possible to recognize source code as text, but it is usually misleading to visu-

alize it solely as expressions generated by a grammar. Source code consists of independ-

ent and interrelated texts, and its semantics are determined by a compiler or a formal se-

mantic theory (Malton and others 2001). Source code is independent if maintained as it-

self, rather than being dependent on prior data. It is also interrelated because all of the 

links among the code arise through abstraction, including lexical and semantic links. A 

lexical analysis of source code determines the attributes of software by a single pass 

through the code. Using this approach, it is possible to classify code into words and sym-

bols. It is possible to further this classification by sorting words into two groups, oper-

ands and operators. All programming languages, specification languages, natural lan-

guages, and pseudocode documents can be examined using this method. It is possible to 

represent source code as a stream of characters drawn from the designated character set 

of the language; however, this representation would be of limited interest, except for the 

purpose of storing and transmitting the code (Edwards 2003). A word-based textual 

model is preferred over other methods, as words refer to tangible elements of computa-

tion and can be looked up in a dictionary using lexical analysis. 

The results of lexical analysis form the basis of many software measurement 

methods. Lines of code, statement count, and number of operands and operators (Hal-
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stead 1977) are examples of lexical measures. These measures are often observed as 

highly correlated (Fenton and Pfleeger 1998). 

 

5.3.3 Measurement of Information Content of Software 

There are several methods for measuring the information content of software. An 

important distinction among these methods is the way that the software is modeled prior 

to the computation stage. Several methods use lexical measures and define the source 

code as text before applying the measures. The other methods are based on modeling the 

software using graph theory. These approaches use control flowgraphs or data depend-

ency graphs and apply the measurement methods to the graphs, rather than applying them 

to the source code itself. The measurement method suggested by this dissertation can be 

classified under this approach. It is possible to compute the individual component’s en-

tropy using a lexical approach when appropriate; combined with the information-

theoretic methods, this measurement framework can be defined as a composite frame-

work. This type of composite framework can be advantageous to individual measures due 

to their limitations. The composite measures can be derived from statistical analysis of 

empirical data, or from theoretical models of expected interactions between different fac-

tors. 

The next section explains how an individual software component’s average in-

formation content, and the total information content of a system, can be calculated using 

entropy. Halstead’s (1977) software science is an established measure using a similar ap-

proach to calculate programming volume and effort, so it will be compared to entropy-

based measurement using an example in the next section. 



 

 103

5.3.4 How to Measure a Software Component’s Entropy 

The black-box nature of components masks their internal structure, including their 

source code; however, the developer of the component can use measurement methods to 

test the component, which may include scanning the source code. Source code can be 

viewed as a stream of words and symbols that lead the way to a lexical analysis. Let 

{ }1,..., na a  be the vocabulary of the source code and let { }1,..., np p be the assigned prob-

abilities of occurrence to{ }1,..., na a . Then the information content of ia  is 2log ip− . This 

expression implies that the less probable, more surprising, message has higher informa-

tion content. 

The entropy of the system (component) is described as the sum of the probability-

weighted average information content 

2
1

log
n

i
i

H p
=

= −∑  in units of bits per symbol. (5.10) 

At this point, let us review Halstead’s definitions of vocabulary and volume. Let 

1n  be the number of unique operators, 2n  the number of unique operands. 1 2n n n= +  is 

called Halstead’s vocabulary. Let 1N  be the number of operators in a program and let 2N  

be the number of operands in a program. 1 2N N N= +  is called Halstead’s length. The 

volume is defined as 2logV N n= . Halstead’s volume equation combines length and vo-

cabulary to reflect the complexity of reading the text and accessing each symbol in a dic-

tionary or table, assuming O(log n) equals the average time to access an optimized table 

of size n (Edwards 2003). 

If the symbols in question are the operators and operands of a program, then these 

probabilities can be estimated by frequencies of occurrence in the program, the whole 



 

 104

system, or previous programs, and entropy can be calculated. This operation gives the 

average information content per symbol and the result can be multiplied by the length in 

symbols to give the information content for the program. This procedure is a refinement 

of Halstead’s volume, and if all symbols are assumed to be equally likely, then H reduces 

to 2log n , and information content reduces to V (Berlinger 1980; Harrison 1992). 

An example is given to perform these calculations; the results are given in Table 

5.1, and also in the following section. A lexical analysis is applied to the following text 

and then the counts, probabilities, and information contents of words and punctuation 

marks are found (Edwards 2003): 

“This monograph deals with plausible techniques for analyzing software docu-
ments to extract significant information relevant to the software development process. A 
"software document" may possibly be specification, design, or code, and possibly written 
in a programming language, a specification language, pseudo-code, or even natural lan-
guage. However, it must describe a computation process in sufficient detail for the level 
of interest of the analyst, and it must be written in a language of sufficiently formal syn-
tax for algorithmic analysis. The goal of this analysis is assumed to be the support of the 
software development process - informing the manager, the programmer, the tester, or 
quality analyst in answering questions necessary to decision making, evaluating work 
done and allocating resources for work yet to be done. The analysis may also have the 
basic scientific goal of understanding the process itself - how people write and under-
stand software systems and what regularities may be expected in the creation, testing, and 
use of software systems. Questions to be answered may involve the function and runtime 
behavior of the software: Is this program a correct implementation of this specification? 
Will it fail to terminate or terminate badly on some inputs? Which parts of the code are 
most used? Are some parts of the code never used? Can some some data items be used 
without being defined, or defined and never used? Is this program, or system, "efficient" 
in its use of resources? What is the "quality" of this system or its parts? Or they may ap-
ply to the development process: What is the expected development time and effort of this 
(not yet implemented) system as specified? How understandable is this system? What is 
the expected testing time of this (implemented) system? How should testing or mainte-
nance effort be distributed among the parts of this system? The answers to such questions 
are assumed to depend on relevant attributes of the software document, which are imme-
diate products of analysis, and usually, but not always, numeric - software measures or 
"metrics". Since they are extracted from the "products" of the development process, they 
are what are usually called product measures, and relate to process measures such as de-
velopment time and number of errors, and to resource measures such as number of per-
sons and system time.” 
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Table 5.1 Lexical Analysis for Calculating the Information Content 

Symbols # Count ip  2log ip  Symbols # Count ip  2log ip

the 22 0.0608 4.0404 may 5 0.0138 6.1779 
, 20 0.0552 4.4779 some 4 0.0110 6.4998 
of 13 0.0359 4.7994 for 4 0.0110 6.4998 
to 10 0.0276 5.1779 language 4 0.0110 6.4998 
and 9 0.0249 5.3299 are 4 0.0110 6.4998 
“ 8 0.0221 5.4998 a 4 0.0110 6.4998 
or 8 0.0221 5.4998 analysis 4 0.0110 6.9149 
software 8 0.0221 5.4998 parts 3 0.0083 6.9149 
be 8 0.0221 5.4998 is 3 0.0083 6.9149 
? 7 0.0193 5.6925 they 3 0.0083 6.9149 
this 6 0.0166 5.9149 it 3 0.0083 6.9149 
process 6 0.0166 5.9149 used 3 0.0083 6.9149 
in 6 0.0166 5.9149 system 3 0.0083 6.9149 
development 5 0.0138 6.1779 specification 3 0.0083 6.9149 

 

Halstead’s metrics can be calculated based on the lexical analysis results given in Table 

5.1: 

• The length of the text is 1690 symbols/words. The size of the vocabulary is 45. 

• 1690N = , 45n = , 2log 5.4918n =  . 

• Halstead’s volume is 2log 9281.2317V N n= = . 

• Entropy of the text is 2
1

log
n

i
i

H p
=

= −∑ = 4.3775. 

• Information content of the text is IC N H= × = 7398.0022 . 

Halstead’s (1977) work is similar to the entropic approach, since they both meas-

ure the information content of modules. It is an efficient method to measure the overall 

size of the software when the source code is available; however, the nature of CBD dic-

tates the rule of examining the components only through their interfaces, not through 

their source code. This rule makes Halstead’s method ineffective when the user does not 
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have access to all of the source code for the components used. This lack of access to 

source code is a common case in CBD, so a measurement approach based on component 

interactions would be more useful. Coupling and cohesion analysis are common ap-

proaches used to understand the relationship of the components within a module and 

among several modules. The measurement method proposed in this dissertation examines 

coupling and cohesion as well, though with a unique approach utilizing entropy. Entropy 

has been used mostly for complexity analysis in the natural sciences, and even in soft-

ware engineering for the last fifteen years since Harrison’s work (1992). The method 

used in this dissertation differs from most approaches since the source code’s entropy is 

not calculated, but the entropy analysis is made according to component interactions.  

The next section briefly revisits control flowgraphs and cubic control flowgraphs, 

as they are the tools used to represent the software in this framework. The measurement 

approach is explained using a detailed example representing some of the possible con-

structs in CBD. The results of this example are compared to some of the established soft-

ware metrics’ results in Chapter 6. Chapter 6 and the Appendix also provide empirical 

validation of the metrics.  

 

5.4 Representation of Programs with Control Flowgraphs 

Control flowgraphs are useful in representing the logic flow throughout the pro-

gram and the control structure (Seker 2002). There have been various measures that use 

flowgraphs, and certain metrics have been used in flowgraphs to assess quality attributes 

of programs. Flowcharts have been commonly used to represent programs and algo-

rithms; however, they do not support graph-theoretical methods (two edges can join with-
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out needing a vertex which rules out flowcharts being defined as graphs). Converting 

flowcharts to flowgraphs provides a wide range of tools from graph theory. A flowchart 

can be converted into a directed graph by introducing junction nodes where two lines 

meet without a vertex. The resulting graph is called a control flowgraph. 

A control flowgraph of a program module is contructed from a directed graph rep-

resentation of the program module that can be defined as (Munson 2003): A directed 

graph, ( , , , )G N E s t= consists of a set of nodes, N, a set of edges E, a distinguished node 

s, the start node, and a distinguished node t, the exit node. An edge is an ordered pair of 

nodes (a, b). The in-degree ( )I a  of node a is the number of entering edges to a. The out-

degree ( )O a of node a is the number of exiting edges from a. 

The flowgraph representation of a program, ( , , , )F E N s t′ ′= , is a directed graph 

that satisfies the following properties: 

• A set of edges E′  connecting the elements of N ′ . 

• There is a unique start node s such that ( ) 0I s = . 

• There is a unique exit node t such that ( ) 0O t = . 

• All other nodes, n N ′← , are members of exactly one of the following three cate-

gories. 

 Processing node. It has one entering edge and one exiting edge.  

 Predicate node. It represents a decision point in the program as a result of 

if statements, case statements, or any other statement that causes an altera-

tion in the control flow. 

 Receiving node. It represents a point in the program where two or more 

control flows join, for example, at the end of a while loop. 
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 Definition 5.4 (Path): A path P in a flowgraph F is a sequence of edges, 

1 2 2 3 1, ,..., n na a a a a a− , where all ( 1,..., )ia i N= are elements of N ′ . P is a path from node 

1a  to node Na . An execution path in F is any path from s to t. 

 Definition 5.5 (Cycle): A program may contain iterative structures created by if 

and while statements. These are called cycles. 

 Definition 5.6 (Loop): A loop is a cycle of length one (one vertex and one edge). 

 Flowgraph connectedness: 

• A flowgraph F is weakly connected if any two nodes a and b in the flowgraph are 

connected by a sequence of edges. 

• A flowgraph F is strongly connected if F is weakly connected and each node of F 

lies on a cycle. 

Any flowgraph can potentially contain weakly connected subsets of nodes that are 

flowgraphs in their own right. To examine this potential hierarchical structure of the 

flowgraph representation, the notion of subflowgraph is essential: 

• A subflowgraph ( , , , )F E N s t′ ′′ ′′ ′ ′=  of a flowgraph ( , , , )F E N s t′ ′= is a flowgraph 

if the out-degree of every node in F ′  is the same as the out-degree of the corre-

sponding node in F, with the exception of the nodes s′  and t′ . Further, all nodes 

in the subflowgraph are weakly connected only to nodes in N ′′ . 

• A subflowgraph of F is a subflowgraph with the property that the cardinality of 

2N ′′ >  and F F′ ≠ . That is, the sub flowgraph must contain more nodes than the 

start and exit nodes and cannot be the same flowgraph. 

A flowgraph is an irreducible flowgraph if it contains no proper subflowgraph. A 

flowgraph is a prime flowgraph if it contains no proper subflowgraph for which the prop-
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erty ( ) 1I s′ =  holds. A prime flowgraph cannot be built by sequencing or nesting of other 

flowgraphs and contains a single entrance and single exit structure. The primes are the 

primitive building blocks of a program control flow (Munson 2003). 

Cubic control flowgraphs are a special subset of control flowgraphs that have 

been used in software measurement. Prather (1995) used CCFG properties in designing 

and analyzing software metrics. CCFGs can be decomposed into their components using 

the methods Prather identified. The decomposition process of CCFGs has been explained 

in Chapter 2. 

 

5.5 Measurement of the Structural Complexity of Software 

Structural complexity can be defined as the organization of program elements 

within a program (Gorla and Ramakrishnan 1997). A software design decision could 

change the structural complexity, which could lead to changes in effort and quality. 

Measures of structural complexity are internal attributes that are specific to the software 

code artifact (Darcy and others 2005). There exist a great number of metrics that measure 

different aspects of structural complexity. They are sometimes referred to as inter-

modular metrics, design metrics, or system metrics because they express different types 

of relationships between modules in the system and can often be calculated already dur-

ing the design phase of a project (Krusko 2004). 

Coupling and cohesion are fundamental concepts of software that indicate struc-

tural complexity. The OO programming paradigm emphasized theoretically-based meas-

ures for software, including coupling and cohesion measures. The general consensus has 

been that lower coupling and higher cohesion leads to better software designs (Fenton 
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and Pfleeger 1998). In general, cohesiveness indicates that the entire module’s parts work 

toward some common goal or function. That means that a module with good cohesion 

will use all of its parts to the solution of a particular function when it is invoked. 

Yourdon and Constantine (1979) proposed classes of cohesion that provide an or-

dinal scale of measurement: 

• Functional. The module performs a single well-defined function. 

• Sequential. The module performs more than one function, but they occur in an or-

der prescribed by the specification. 

• Communicational. The module performs multiple functions, but all on the same 

body of data (which is not organized as a single type of structure). 

• Procedural. The module performs more than one function, and they are related 

only to a general procedure affected by the software. 

• Temporal. The module performs more than one function, and they are related only 

by the fact that they must occur within the same timespan. 

• Logical. The module performs more than one function, and they are related only 

logically. 

• Coincidental. The module performs more than one function, and they are unre-

lated. 

These categories of cohesion are listed from most desirable (functional) to least 

desirable. 

Coupling is the degree of interdependence between modules (Yourdon and Con-

stantine 1979). Usually coupling expresses interdependence between two modules, rather 
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than between all modules in the system. Global coupling is the measure of coupling for 

the whole system and can be derived from the coupling among the possible pairs 

Given modules x and y, we can create a classification for coupling, defining six 

relations on the set of pairs of modules: 

• No coupling relation 0R . Modules x and y have no communication; they are to-

tally independent of one another. 

• Data coupling relation 1R . Modules x and y communicate by parameters, where 

each parameter is either a single data element or homogeneous set of data items 

that incorporate no control element. This type of coupling is necessary for any 

communication between modules. 

• Stamp coupling relation 2R . Modules x and y accept the same record type as a pa-

rameter. This type of coupling may cause interdependency between otherwise un-

related modules. 

• Control coupling relation 3R . Modules x passes a parameter to y with the intention 

of controlling its behavior, that is, the parameter is a flag. 

• Common coupling relation 4R . Modules x and y refer to the same global data. 

This type of coupling is undesirable; if the format of the global data must be 

changed, then all common-coupled modules must also be changed. 

• Content coupling relation 5R . Modules x refers to the inside of y; that is, it 

branches into, changes data in, or alters a statement in y. 

The relations are listed from the least dependent at the top to most dependent at 

the bottom, so that i jR R>  for i > j. Modules x and y are considered loosely coupled 
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when i is 1 or 2 and tightly coupled when i is 4 or 5. Coupling reflects the degree of rela-

tionship that exists between modules. The more tightly coupled two modules are, the 

more dependent on each other they become. Coupling is closely associated with the fact 

that a change or fault in a module could affect the other modules it is coupled with.  

 

5.6 Using Entropy to Examine Structural Complexity 

As described in the previous section, coupling and cohesion are the primary meas-

ures of structural complexity. The information flow throughout the system has also been 

measured for determining structural complexity. The information flow complexity met-

rics using length, fan-in, and fan-out by Kafura and Henry (1987), and the Shepherd com-

plexity (1993) which concentrates on the flow information of a module, are other metrics 

that have examined structural complexity. Belady and Lehman (1976) examined the de-

crease of the structuredness of software with increasing entropy. They observed that the 

entropy can result in severe complications when the project is modified, causing mainte-

nance issues. 

As large-scale software grows, there is an added level of difficulty analyzing the 

complexity. The tools that exist in software engineering do not sufficiently address the 

decomposition and representation issues in large networks. Information theory, specifi-

cally entropy, could provide the methods to deal with the structural complexity of soft-

ware. The framework presented here uses the best known entropy, Shannon entropy, to 

find the complexity of a module and also its coupling and cohesion. To understand the 

applicability of entropy to software modules, the following example is given by Munson 
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(2003). In software, if all modules execute with an equal probability, the point of maxi-

mum entropy will occur, in which case 

max 2
1

log
m

i i
i

h q q
=

=∑ . (5.11) 

It is a point of maximum surprise that all modules are executed in precisely the 

same amount of time under a given input scenario. At the other extreme, the point of 

minimum entropy, 0, is the point at which the program will execute in only one of its 

modules. The probability of executing in only one module will be 1. The probability of 

executing the other modules will be 0. The entropy of a software module or systems is 

proportional to its complexity, in other words, the degree of disorder. By measuring the 

entropy of each module, we found a complexity metric that should be the basis of two 

other metrics, cohesion and coupling metrics based on entropy. In the next chapter, the 

measurement framework is explained with an example, and the results are compared to 

some known software metrics, such as Cyclomatic Complexity, Lack of Cohesion, and 

Efferent Coupling.  

 

Summary 

In this chapter, the previous efforts relating to the use of entropy as a measure for 

software were summarized. The necessary mathematical background relevant to adja-

cency and connectivity matrices were explained. A representation of flowgraphs using 

adjacency and connectivity matrices were described with examples. The chapter contin-

ued with a summary of the measurement of information content in software and related 

issues, such as entropy measurement, lexical analysis, and Halstead (1977) metrics. 

Measurement of coupling and cohesion, utilizing CCFGs, were discussed from a struc-
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tural complexity perspective. The last section introduced the idea of how the entropy 

concept helps deal with the structural complexity issues in software engineering. The 

next chapter explains the entropic measurement framework using an application consist-

ing of several components. 
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CHAPTER 6 
 

CASE STUDY, CONCLUSION, AND FUTURE WORK 
 
 

The sample program given in Figure 6.1 is used to apply the entropy-based met-

rics. The program was initially used in Seker’s dissertation (2002) to find the pervasive 

Shannon metrics. The sample algorithm is used in this dissertation to make the metrics 

comparable to Seker’s study, since they have common left and right eigenvectors based 

on the Perron-Frobenius theorem. However, in this dissertation, the measurement is per-

formed to obtain entropy-based metrics for the system (related to its information content, 

complexity, coupling, and cohesion). In addition, a modularized Java implementation is 

written according to the algorithm in order to perform the baseline metric calculations, 

such as Cyclomatic Complexity (McCabe 1976), Coupling Between Objects, Lack of 

Cohesion, and others, within the Java Eclipse environment. 

Measures based on the entropy concept (information content, complexity, cohe-

sion, and coupling) are applicable to any flowgraph; however, the case study is limited to 

CCFGs due to their established relationship to component-based software. The CCFGs 

are labeled according to the parameter of interest. In this study, the parameter of interest 

is time. 

The initial step in the measurement process is to represent the program with its 

CCFG. The CCFG can be decomposed, based on the user’s needs, in a hierarchical struc-

ture. The next step is the representation of the CCFG using its adjacency matrix, where 
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the weights are assigned or measured for the edges. As we have values corresponding to 

the edges (including the hidden components along them), we will use a weighted adja-

cency matrix for representing the CCFG. Perron-Frobenius theorem provides the methods 

to determine the edge and node probabilities, based on the adjacency matrix. The sample 

program is represented with its control flowgraph in Figure 6.1. 

 
Program Sample( ) 
begin 
A; 
   if P1 then 
   B; 
   else 
   C; 
   endif 
D; 
   while P2 do 
   repeat 
   E; 
   F; 
   until P3 
      if P4 then 
      G; 
         if P5 then 
         H; 
         else 
         J; 
         endif 
         K; 
      else 
      L; 
      endif 
    M; 
    endwhile 
N; 
end 
  

Figure 6.1 The sample program and its control flowgraph 
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Figure 6.2 CCFG of the program 
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Figure 6.3 CCFG of the program with edge weights 
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6.1 Calculations of Edge Probabilities and Stationary Probability Distribution for the 
Nodes Using Perron-Frobenius Theorem 

 
Suppose n nA R ×∈  is a nonnegative and regular matrix, i.e., 0kA >  for some k. 

Perron-Frobenius Theorem states: 

• There is an eigenvalue pfλ of A that is real and positive, with positive left and 

right eigenvectors. 

• For any other eigenvalue λ , we have pfλ λ< . 

• The eigenvalue pfλ is simple, i.e., has multiplicity one, and corresponds to a 

1 1× Jordan block. The eigenvalue pfλ is called the Perron-Frobenius eigenvalue of 

A. 

Considering that CCFGs are directed graphs, and that each has associated with a 

nonnegative matrix with all entries 0 or 1 following: 

• aij = 1 if there is an arc from vertex i to vertex j. 

• aij = 0 if there is no arc from vertex i to vertex j. 

If the associated matrix is irreducible, then one can get from any vertex to any 

other vertex (perhaps in several steps), whereas if it is reducible (like the Markov Chain 

case), there are vertices from which one cannot travel to all other vertices. The former 

case, in the realm of graph theory, is called a strongly connected graph. The irreducible 

matrix 0( )P x  has left and right eigenvectors, ξ and η, that are unique such that 

0( )P xξ ξ= , (6.1) 

0( )P x η η= , (6.2) 

1ξ η⋅ = . (6.3) 
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Then, the edge probabilities are 

( )* ( )
0

( )

dest b b
b

orig b

p xτη
η

=  (6.4) 

where  

dest(b) is the destination node for arc b, and orig(b) is the starting node (origin) of 

arc b. 

The corresponding stationary probability distribution for the nodes is 

*
i i iv v vπ ξ η= , iv V∈  (6.5) 

where  

V is the set of vertices (nodes) of the digraph. 

In the following example, the Perron-Frobenius theorem is applied to the CCFG 

of the program shown in Figure 6.3. The theorem is applied according to the weights of 

the components hidden on the edges of the CCFG. The weighted adjacency matrix for the 

CCFG is  

3

3

3

3 2

2

2

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

( )
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

x x
x

x
x x

x
P x

x x
x x

x x
x

x

⎡ ⎤+
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥+
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

. 
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Using the Perron-Frobenius theorem, the corresponding left and right Perron 

eigenvectors ξ  and η  are 

 
0.27290481 0.29386395
0.37357203 0.21467583
0.40668715 0.39053238
0.33314694 0.47674009
0.49646093 0.28811369

 and  
0.27290481 0.52412
0.22355612
0.12288891
0.18313103
0.30003181

T

ξ η

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥

= =⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

851
0.35171309
0.31991339
0.21467583
0.26206425

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

. 

The corresponding edge and node probabilities can be computed by using (6.6) and (6.7) 

 ( )* ( )
0

( )

dest b b
b

orig b

p xτη
η

=    (6.6) 

*
i i iv v vπ ξ η= . (6.7) 

The edge and node probabilities calculated according to the left and right eigenvectors 

are given in Tables 6.1 and 6.2. For the first edge, 1e , based on (6.6), the probability is 

2

1

1
0

0.29386395 0.81917251 0.59842842
0.21467583

v

v

x
η
η

= = . 

For the second edge, e2, based on (6.6), the probability is 

( )2

1

33
0

0.29386395 0.81917251 0.40157157
0.21467583

v

v

x
η
η

= = . 
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Table 6.1 Edge Probabilities for the CCFG 

Edge Edge Probability 
e1 0.59842842 
e2 0.40157157 
e3 1 
e4 1 
e5 0.49505972 
e6 0.50494027 
e7 1 
e8 0.45029952 
e9 0.54970048 
e10 0.5 
e11 0.5 
e12 0.45029951 
e13 0.54970046 
e14 1 
e15 1 

 

For the first node, v1, based on (6.7), the node probability is 

1 1 1
0.272904081 0.29386395 0.08019689v v vπ ξ η= = ⋅ = . 

For the second node, v2, based on (6.7), the node probability is 

2 2 2
0.37357203 0.21467583 0.08019689v v vπ ξ η= = ⋅ = . 

Table 6.2 Node Probabilities for the CCFG 

Node Node Probability 
v1 0.08019689 
v2 0.08019689 
v3 0.15882450 
v4 0.15882450 
v5 0.14303719 
v6 0.14303719 
v7 0.07862761 
v8 0.03931380 
v9 0.03931380 
v10 0.07862761 
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The edge and node probabilities are the key components of the measurement 

framework. As entropy is directly related to probability, the edge and node entropies are 

computed using (6.8) based on the probabilities given in Tables 6.1 and 6.2. The program 

represented by the CCFG is composed of four modules, as illustrated in Figure 6.4. The 

modularity of the application allows us to study the application using a modern pro-

gramming approach. The relationships between the modules are examined using the In-

teractive Coupling metrics, and the relationships between the nodes within the modules 

are examined using the Interactive Cohesion metrics. 
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Figure 6.4 Modules of the CCFG 
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Before entropy-based metrics are applied, it is necessary to calculate the edge and 

node entropies of the CCFG shown in Figure 6.2 using the probabilities obtained in Ta-

bles 6.1 and 6.2. Shannon Entropy is calculated using  

2
1

( ) log
n

n i i
i

H P p p
=

= −∑  (6.8) 

and the resulting entropies are listed in Tables 6.3 and 6.4. 

Table 6.3 Node Entropies for the CCFG 

Node ivp  2log ip  
ivH  

v1 0.08019689 3.642 0.291 
v2 0.08019689 3.642 0.291 
v3 0.15882450 2.654 0.421 
v4 0.15882450 2.654 0.421 
v5 0.14303719 2.805 0.401 
v6 0.14303719 2.805 0.401 
v7 0.07862761 3.669 0.288 
v8 0.03931380 4.669 0.018 
v9 0.03931380 4.669 0.018 
v10 0.07862761 3.669 0.288 

 

Table 6.4 Edge Entropies for the CCFG 

Edge ivp  2log ip  
ivH  

e1 0.59842842 0.7408 0.4432 
e2 0.40157157 1.3165 0.5285 
e3 1 0 0 
e4 1 0 0 
e5 0.49505972 1.0144 0.5021 
e6 0.50494027 0.9858 0.4977 
e7 1 0 0 
e8 0.45029952 1.1513 0.5183 
e9 0.54970048 0.8632 0.4745 
e10 0.5 1 0.5 
e11 0.5 1 0.5 
e12 0.45029951 1.1513 0.5183 
e13 0.54970046 0.8632 0.4745 
e14 1 0 0 
e15 1 0 0 
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6.2 Calculation of the Metrics 

6.2.1 Design Information Content (δ ) 

Information content concept has been used frequently in software measurement in 

the past, as explained in Chapter 5. As Alagar and others (2000) defined it, software 

measurement relates the information content of the software to the complexity of it, thus 

the quantification of the amount of information is used to assess the functional complex-

ity of the system and the required quality improvement. Some of the methods to compute 

the information content are lexical methods and assume the source code as text before 

applying the measures. The others are based on modeling the software using graph theory. 

These approaches use control flowgraphs or data dependency graphs and apply the meas-

urement methods on the graphs rather than the source code itself. The method used here 

employs the CCFG to represent the software and apply the computation to individual 

modules represented in the CCFG. Since the CCFG represents the design structure of the 

software, the metric is called the design information content metric. 

The method for computing the metrics involves finding the total entropy of the 

nodes. The node probabilities are also stationary state probabilities in Markov Chains. 

From the node probability table, it is possible to determine the probability of a message in 

a program passing through a node. Due to the additivity of entropy, all node entropies are 

added to find the total entropy of the system. As known in information theory, informa-

tion content is proportional to entropy. In section 5.3.4, the information content is defined 

as a product of entropy times the length of the program. For the CCFG it would be the 

entropy times the total number of nodes. The information content of the CCFG is thus 

proportional to the number and probabilities of the nodes. In the case of all nodes having 
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the same stationary state values, the entropy and information content would be the maxi-

mum. Entropy is the average information per node in CCFG. 

The Design Information Content metric (δ ) is the multiplicative product of the 

total number of nodes and the summation of their entropies 

Design Information Content = Total Node Entropy Number of Nodes× . (6.9) 

The stationary state probabilities for the nodes are computed based on all nodes, 

so it is not possible to use δ metric for each individual module. Each node’s probability 

is calculated considering the whole system as the state space, thus δ metric should be 

computed for the whole system. 

For the CCFG given in Figure 6.3, the total number of nodes is 10. The node 

probabilities and their entropies are given in Table 6.3. The total node entropy is 

1 2 10...VN V V VH H H H= + + + . (6.10)  

The following example is constructed to demonstrate how to find the Design Information 

Content of a CCFG. We calculate the total node entropy of the example given in Figure 

6.2 based on (6.10). The first step is to find the total node entropy 

0.291 0.291 0.421 ... 0.288 2.838VNH = + + + + = bits. 

The second step is to calculate the Design Information Content based on (6.9) 

2.838 10 nodes 28.38 bitsδ = ⋅ = . 

 

6.2.2 Interaction Complexity ( χ ) 

A CCFG is composed of nodes and edges that provide an abstraction of the soft-

ware system and the subgraphs representing software modules. The edges represent the 

interaction between components and modules, thus the complexity of the software is af-



 

 128

fected by this interaction. The Interaction Complexity metric ( χ ) of a module is the total 

entropy of the edges within that module 

eHχ = ∑   (6.11) 

where  

eH  is the entropy of the edges. 

As the number of edges increase within a module, the metric has a higher value 

indicating a higher interaction complexity. As the entropy of the edges increases, corre-

sponding to a higher uncertainty of the system, we observe a higher interaction complex-

ity.  

In the following example, the Interaction Complexity metric is calculated for each 

module of the CCFG given in Figure 6.2. The metric calculations are based on (6.11) and 

the edge entropies (listed in Table 6.4). The results of the calculations are listed in Table 

6.5. The results are compared to counting metrics in Table 6.6. 

For Module 1, as seen in Figure 6.5, the edges, e1, e2, e3, and e6 ,are included in 

the calculation.  

 

Figure 6.5 Module 1 
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The Interaction Complexity of Module 1 is 

1
0.4432+0.5285+0+0.4977=1.4694mχ = . 

For Module 2, as seen in Figure 6.6, the edges, e3, e4, e5, e6 and e15, are included 

in the calculation.  

 

Figure 6.6 Module 2 

The Interaction Complexity of Module 2 is 

2
0+0+0.5021+0.4977+0=1mχ =  . 

For Module 3, as seen in Figure 6.7, the edges e5, e7, e8, and e9, are included in the 

calculation.  

 

Figure 6.7 Module 3 



 

 130

The Interaction Complexity of Module 3 is 

3
0.5021+0+0.5183+0.4745=1.4949mχ = . 

For Module 4, as seen in Figure 6.8, the edges, e9, e10, e11, e12, e13, e14, and e15, are 

included in the calculation.  

 

Figure 6.8 Module 4 

The Interaction Complexity of Module 4 is 

4
0.4745+0.5+0.5+0.5183+0.4745+0=2.4673mχ = . 

 

Table 6.5 Interaction Complexities of the Modules 

Module Interaction Complexity 

M1 1.4694 

M2 1 

M3 1.4949 

M4 2.4673 
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6.2.3 Interaction Cohesion ( Ω ) 

Cohesion is one of the fundamental measures of structural complexity, as ex-

plained in Chapter 5. In this work, an information-theoretical approach is used to com-

pute the cohesion of a software system. The measurement can be applied to all compo-

nent-based systems without the need for source code. Briand and Morasca’s (1997) work 

for measuring cohesion for component-based systems has been the main source for iden-

tifying the properties of cohesion. The properties of cohesion of a module are: 

• Nonnegativity and Normalization. Cohesion of a module belongs to a specified 

interval, Cohesion ( ) [0, ]mk MS Max∈ . 

• Null Value. Cohesion of a module is null if its set of intramodule edges is 

empty. 

• Monotonicity. Adding an intramodule edge to a module does not decrease 

its cohesion. 

• Merging of modules. If two unrelated modules, 1 2and m m , are merged to form a 

new module, 1 2m ∪  , that replaces 1 2and m m , then the module cohesion of 1 2m ∪  is 

not greater than the maximum of the module cohesion of 1 2 and m m . 

In an intramodule edges-only graph representation of a software module, Interac-

tion Cohesion ( Ω ) is the ratio of the entropy sum of the intramodule edges to the Interac-

tion Complexity ( χ ) of the module 

Total entropy of intramodule edgesInteraction Cohesion ( )=
Interaction complexity

Ω . (6.12) 
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This ratio concept is similar to the counting cohesion of a modular system (ratio of the 

number of intramodule edges to the total number of edges); however, the entropy meas-

urement would provide more precise values compared to the classical counting approach. 

In the following example, the Interaction Cohesion metric is calculated for each 

module of the CCFG given in Figure 6.2. The metric calculations are based on (6.12) and 

the edge entropies (listed in Table 6.4). The results of the calculations are listed in Table 

6.7 in comparison to the counting metrics. 

For Module 1, as seen in Figure 6.9, the intramodule edges, e1 and e2, are included 

in the calculation. 

 

Figure 6.9 Intramodule edges of Module 1 

The Interaction Cohesion of Module 1 is 

1

0.4432+0.5285 0.6805
1.4694MΩ = = . 

 

For Module 2, as seen in Figure 6.10, the only intramodule edge included in the 

calculation is e4. 
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Figure 6.10 Intramodule edges of Module 2 

The Interaction Cohesion of Module 2 is 

2

0 0
1MΩ = = . 

 

For Module 3, as seen in Figure 6.11, the intramodule edges, e7 and e8, are in-

cluded in the calculation. 

 

Figure 6.11 Intramodule edges of Module 3 

The Interaction Cohesion of Module 3 is 

3

0+0.5183 0.3467
1.4949MΩ = = . 
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For Module 4, as seen in Figure 6.12, the intramodule edges, e10, e11, e12, e13, and 

e14, are included in the calculation. 

 

 

Figure 6.12 Intramodule edges of Module 4 

The Interaction Cohesion of Module 4 is 

4

0.5+0.5+0.5183+0.4745+0 0.8106
2.4673MΩ = = . 

 

6.2.4 Interaction Coupling ( ϒ ) 

Coupling is one of the fundamental measures of structural complexity, as ex-

plained in Chapter 5. In this work, an information-theoretical approach is taken to com-

pute the coupling of a software system. The measurement can be applied to all compo-

nent-based systems without the need for source code. Briand and Morasca’s (1997) work 

for measuring coupling for component-based systems has been the main source for iden-

tifying the properties of coupling. The properties of coupling of a module are: 

• Nonnegativity. Coupling of a module is nonnegative. 
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• Null Value. Coupling of a module is null if its set of intermodule edges is 

empty. 

• Monotonicity. Adding an intermodule edge to a module does not decrease its 

coupling. 

• Merging of modules. If two modules, 1 2and m m , are merged to form a new mod-

ule, 1 2m ∪  , that replaces 1 2and m m , then the module coupling of 1 2m ∪  is not greater 

than the sum of the module coupling of 1 2and m m . 

• Disjoint module additivity. If two modules, 1 2and m m , which have no intermod-

ule edges between nodes in 1m  and nodes in 2m , are merged to form a new module, 

1 2m ∪ ,that replaces 1 2 and m m , then the module coupling of 1 2m ∪  is equal to the sum 

of the module coupling of 1 2and m m . 

In an intermodule edges-only graph representation of a software module, Interac-

tion Coupling ( ϒ ) is the ratio of the entropy sum of the intermodule edges to the Interac-

tion Complexity ( χ ) of the module 

Total entropy of intermodule edgesInteraction Coupling ( )=
Interaction complexity

ϒ .  (6.13) 

This ratio concept is similar to the counting coupling of a modular system (ratio of the 

number of intermodule edges to the total number of edges); however, the entropy meas-

urement would bring more precise values compared to the classical counting approach. 

In the following example, the Interaction Coupling metric is calculated for each 

module of the CCFG given in Figure 6.2. The metric calculations are based on (6.13) and 

the edge entropies (listed in Table 6.4). The results of the calculations are listed in Table 

6.8 in comparison to the counting metrics. 
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For Module 1, as seen in Figure 6.13, the intermodule edges, e3 and e6, are in-

cluded in the calculation. 

 

Figure 6.13 Intermodule edges of Module 1 

The Interaction Coupling of Module 1 is  

1

0+0.4977 0.3387
1.4694Mϒ = = . 

 

For Module 2, as seen in Figure 6.14, the intermodule edges e3, e5, e6, and e15 , are 

included in the calculation. 

 

Figure 6.14 Intermodule edges of Module 2 
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The Interaction Coupling of Module 2 is 

2

0+0.5021+0.4977+0 1
1Mϒ = = . 

For Module 3, as seen in Figure 6.15, the intermodule edges, e5 and e9, are in-

cluded in the calculation. 

 

Figure 6.15 Intermodule edges of Module 3 

The Interaction Coupling of Module 3 is 

3

0.5027+0.4745 0.6536
1.4949Mϒ = = . 

 

For Module 4, as seen in Figure 6.16, the intermodule edges, e9 and e15, are in-

cluded in the calculation. 
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Figure 6.16 Intermodule edges of Module 4 

The Interaction Coupling of Module 4 is 

4

0.4745+0 0.1917
2.4673Mϒ = = . 

 
6.3 Comparison of Information Theory-Based Metrics to Counting Metrics for Graphs 

This section applies the metrics examined in the previous section: Design Infor-

mation Content, Interaction Complexity, Interaction Cohesion, and Interaction Coupling, 

to traditional counting metrics that are comparable to them, graph size, complexity, cohe-

sion, and coupling. The counting metrics are based on the number of edges and nodes in 

each module and do not consider the probabilities of the nodes or edges. By using sta-

tionary state probabilities at the nodes and branch probabilities at the edges, information 

theory metrics are based on the entropies of the nodes and edges of the CCFG. As ex-

plained in the section about the Design Information Content metric, the whole system 

needs to be taken into account, so it will be compared to the size metric of the whole sys-

tem. In Tables 6.6, 6.7, and 6.8, the comparisons are made with the comparable entities 
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between counting and information theory metrics according to the modules. The Design 

Information Content of the system was calculated as 28.38 bits in the example with ten 

nodes. 

Table 6.6 Comparison of the Interaction Complexity Metrics to the Counting Metrics 

Modules Interaction Complexity # of edges (Counting) 

M1 1.4694 4 

M2 1 5 

M3 1.4949 4 

M4 2.4673 7 

 

Table 6.6 includes a result that shows the precision of the Interaction Complexity 

metric over the counting metric related to the number of edges. Even though Module 2 

has more edges than Module 1, the Interaction Complexity of Module 2 is smaller than 

Module 1. This result is caused by the uncertainty of the branches in the modules. The 

edges leaving the decision node in Module 1 have similar probabilities, leading to a 

higher uncertainty resulting in a higher Interaction Complexity. On the other hand, Mod-

ule 2 edges have less uncertainty, leading to a simpler structure with less complexity de-

spite having more edges. The highest complexity level occurs in Module 4 that has the 

largest number of edges and branching levels. 
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Table 6.7 Comparison of the Interaction Cohesion Metrics to the Counting Metrics 

Modules Interaction Cohesion 
Counting metric 
of cohesion 
 

M1 0.6805 0.5 

M2 0 0.25 
M3 0.3467 0.5 
M4 0.8106 0.71 

 
 

Table 6.7 lists the Interaction Cohesion metric values vs. the counting metrics of 

cohesion. The counting metrics are simply the ratio of intramodule edges to the total 

number of edges; however, the Interaction Cohesion metric gives more precise results 

based on the entropy of the intramodule edges. 

Table 6.8 Comparison of the Interaction Coupling Metrics to the Counting Metrics 

Modules Interaction Coupling 
Counting metric 
of coupling 
 

M1 0.3387 0.5 

M2 1 0.6 

M3 0.6536 0.5 

M4 0.1917 0.28 

 

Table 6.8 lists the Interaction Coupling metric values vs. the counting metrics of 

cohesion. The counting metrics are the ratio of intermodule edges to the total number of 

edges. However the Interaction Cohesion metric again gives more precise results based 

on the entropy of the intermodule edges. The comparisons between the entropy-based 

metrics and counting metrics are discussed further in conclusion. 
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6.4 The Program Used in the Case Study 

The program examined in the previous section has been implemented as a Java 

application with four class files. The program and its metrics are listed in Table 6.9. 

Module 1: 

public class M1 { 
static int k=0; 
  
 public static void V1V3(int i) { 
    if(k>30) 
   return; 
  System.out.println("V1"); 
  if (i % 2 == 0) {// V1 predicate 
   System.out.println("E1");// E1 Edge 
  } else { 
   System.out.println("E2");// E2 Edge 
  } 
  System.out.println("V2");// V2 Node 
  System.out.println("E3");// E3 Edge 
  M2.V3V4(k); 
 } 
  
 public static void main(String[] args) { 
  V1V3(0); 
 } 
} 
 
 
Module 2: 
 
public class M2 { 
  
 public static void V3V4(int i){ 
  System.out.println("V3");// V3 Node 
  System.out.println("E4");// E4 Edge 
  System.out.println("V4"); 
  if (i % 8==0) {// V4 prdeicate 
   M1.k++; 
   i=M1.k; 
   M1.V1V3(i); 
  } else{ 
   M3.V5V6(i); 
  } 
 } 
} 
 
 
Module 3: 
 
public class M3 { 
 public static void V5V6(int i){ 
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  System.out.println("E5");// E5 Edge 
  int k = -1; 
  while (true) { 
   k++; 
   System.out.println("V5");// V5 node 
   System.out.println("E7");// E7 node 
   if (k == 1) { 
    break; 
   } else { 
    System.out.println("E8");// E8 edge 
   } 
  } 
  System.out.println("V6"); 
  System.out.println("E9"); 
  M4.V7V10(i); 
 } 
} 
 
 
Module 4: 
 
public class M4 { 
 public static void V7V10(int i) { 
  System.out.println("V7");// V7 Node 
  if (i % 2 == 0) { 
   System.out.println("e10"); // E10 edge 
   System.out.println("V8");// V8 Node 
   if (i % 3 == 0) { 
    System.out.println("e12");// e12 edge 
   } else { 
    System.out.println("e13");// e13 edge 
   } 
   System.out.println("V9");// V9 Node 
   System.out.println("E14");// E14 edge 
  } else { 
   System.out.println("e11");// e11 edge 
  } 
  System.out.println("V10");// V10 node 
  System.out.println("e15");// e15 edge 
  M1.k++; 
  i=M1.k; 
  M2.V3V4(i); 
 } 
} 
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Table 6.9 The Results of Metric Analysis of the Modules by Analyst4j (2007) 

Metric Module 1 Module 2 Module 3 Module 4 

Halstead volume of the file. 277.0 192.0 244.0 387.0 

Halstead effort of the file. 3698.0 2032.0 3715.0 5612.0 

Average cyclomatic complex-
ity of a method in the file. 2.5 3.0 4.0 5.0 

Average weighted method of a 
class in the file. 2.0 1.0 1.0 1.0 

Average weighted method 
complexity of a class in the 
file. 

5.0 3.0 4.0 5.0 

Average response for class in 
the file. 3.0 3.0 2.0 2.0 

Average lack of cohesion of 
methods of a class in the file. 1.0 0.0 0.0 0.0 

Average coupling between 
objects of a class in the file. 2.0 3.0 2.0 3.0 

Maintainability index of the 
file. 128.9 133.4 126.7 131.0 

Average essential complexity 
of a method in the file. 1.5 1.0 4.0 1.0 

 

Table 6.9 lists the results for the metric analysis performed by the code analyzing 

software Analyst4j. The analysis programs performing metric computations use source 

codes for analysis. This process usually includes a scanning of the code by a static code 

analysis. Static code analysis is performed without actually executing programs built 

from that software. The metrics defined within the program are calculated according to 

the results of the static code analysis, such as counting the number of number of input 

data parameters or input control parameters for measuring the coupling between modules. 
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The results listed in Table 6.12 are based on static code analysis, making the comparison 

of the results to the entropy information metrics less meaningful. In the entropy-based 

measurement framework, the dynamic factors that would lead to different results than a 

static analysis of the program are considered, such as execution time. The static code 

analysis tools would thus not provide comparable results to the framework to provide an 

empirical validation. There is another branch of code analysis called dynamic code analy-

sis, which is the analysis of computer software through executing programs on a real or 

virtual processor. Such tools may require the loading of special libraries or even the re-

compilation of program code; however, current dynamic code analysis software does not 

support metric analysis to make comparisons to our results. Dynamic code analysis soft-

ware has current uses, such as memory debugging, memory leak detection, and profiling, 

and its use may include software metrics in the near future. Entropy-based metrics may 

have potential uses in dynamic software analysis. 

 

6.5 Validation 

Kitchenham and others (1995) propose a validation framework for software meas-

urement by defining a measurement structure model, measurement process, and five 

other models involved in measurement. The framework can help to understand how to 

validate a measure, how to assess the validation work of others, and when to apply a 

measure. According to their validation framework, there are two methods of testing the 

validity of measures: 

• Theoretical validation. It confirms that the measurement does not violate any nec-

essary properties of the elements of measurement or the definition models. 
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• Empirical validation. It corroborates that measured values of attributes are consis-

tent with values predicted by models involving the attribute.  

Theoretical methods of validation allow us to say that a measure is valid with re-

spect to certain defined criteria; empirical methods provide corroborating evidence of va-

lidity or invalidity (Kitchenham and others 1995). 

For the entropy-based framework, all of the metrics we defined are directly based 

on information theory and graph theory. Both areas are well established and the concepts 

that we used, entropy and CCFG, are already mathematically proven entities. As with 

most of the information theory-based metrics, entropy-based metrics also are valid meas-

ures according to theoretical methods; however, an empirical validation suite would 

prove useful in testing the application methods. 

According to the criteria that Kitchenham established, it is possible to show that: 

• Different modular systems may have different amounts of Interaction Complexity, 

Interaction Coupling, and Interaction Cohesion. 

• Interaction Coupling represents relationships among modules. 

• Interaction Coupling represents relationships inside the modules. 

• Different modular systems are allowed to have the same value of Interaction Cou-

pling and Interaction Cohesion. 

• Interaction Cohesion and Coupling are compatible with the ratio scale type, and 

the measurement algorithm is a valid instrument for an information theory-based 

measure. 

• Given a CCFG graph, the protocol for abstracting CIUs is unambiguous and self-

consistent. 
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Designing a complete validation framework for measurement methods is a highly 

complex challenge. A partial empirical validation is offered in this chapter during the 

comparison of entropy-based metrics to counting metrics, and further research would 

validate the usefulness of the metrics. 

 

6.6 Conclusion 

According to the summary of the efforts to use entropy-based metrics, we reach to 

the following conclusion. There is a need for a measurement framework: 

• To support quantitative decomposition and representation. 

• To increase the applicability of entropy based metrics. 

• To lead the way in developing measurement software, which uses entropy-based 

methods. 

Our motivation to create an entropy-based measurement framework is based on 

several factors that emphasize its advantages over other measurement methods:  

• Entropy metrics promise important improvements in our insights about design 

quality and design complexity (Bianchi and others 2001).  

• Entropy metrics provide a quantitative means of measuring information flow in 

software systems (Masri and Podgurski 2006).  

• Entropy metrics can be applied to CBS without requiring source code, based on 

previous results of information theory metrics. 

The main contribution of this dissertation work is the creation of a dynamic en-

tropy-based measurement framework supported by information theory that represents and 

decomposes complex software systems in a hierarchical structure with analytical methods. 
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The framework examines the structural complexity of the design by quantifying the inter-

action of components and modules. The end results of this framework are our entropy-

based metrics, Design Information Content (δ ), Interaction complexity ( χ ), Interaction 

Cohesion ( Ω ), and Interaction Coupling ( ϒ ). 

The concept of entropy, as a measure of information is used to compute the in-

formation content of a system and determine the structural complexity of the system by 

measuring the Interaction Complexity, Interaction Coupling and Cohesion of modular 

systems. All of the interactions are examined by using the edge structures and entropies 

in CCFG. The metrics are applied without using source code to CCFGs that are obtained 

from UML diagrams and flowcharts. To measure the communication among components, 

by the component definition, we use component interfaces to read information. The 

measured parameter of interest could be any value, such as execution time, composition 

ratio, or reuse ratio. In the case study used in this chapter, execution time is the parameter. 

The results of the case study are compared to the related counting metrics in Chapter 6. 

There are similar results in most cases; however, the higher precision of the entropy met-

rics is visible in the cases, in which the counting metrics give the same results due to the 

same number of edges. In these cases, entropy metrics provide more accurate values for 

the parameter of interest. It needs to be mentioned that the measurement procedure is in-

dependent of the measurement environment or subjective decisions of the designer, as the 

computation relies on solely quantitative information, and also the representa-

tion/decomposition process is based on graph theory. 
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6.7 Future Work 

The recent work we completed in relation to software metrics focused on the ap-

plication of software metrics to Content Management Systems (CMS) in a systematic 

way in order to provide quantitative and qualitative values to project managers (Aktunc 

and Tanik 2007). The metrics were used to measure system results, such as response 

times, user rankings, and content creators’ satisfaction levels with the system. Measuring 

the success of the business processes using metrics allows the success of the project to be 

assessed and provides a basis for calculating an ROI. Metrics are also a valuable way to 

track the health of a CMS, and they help identify issues quickly and systematically for 

effective solutions. It is possible to represent the CMS the same way that we represented 

the software modules in this chapter; the application of entropy metrics to CMS is a vi-

able option that may provide other perspectives to the project managers/designers. 

As we mentioned in section 6.4, a common problem of metrics software is that it 

is based on static code analysis. Static code analysis directly supports software compre-

hension, and various methods already exist to perform static code analysis of software 

systems. However, a dynamic code analysis would provide better results regarding the 

dynamic behavior of the system, especially the logic flow and the interaction of compo-

nents. Unfortunately, the current dynamic code analysis software does not support metric 

analysis to provide these results. Entropy-based metrics have potential for use in dynamic 

software analysis. 

Another improvement to this work would be to unify the measurement framework 

with semantic methods. A graph-theoretic approach to represent a software system using 

semantic and structural information inferred from UML diagrams and designers’ flow-
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charts would follow our measurement approach. With this model, a number of analysis 

methods and tools could be used in conjunction to obtain various types of information 

about the software being analyzed (e.g., static structural information, dynamic informa-

tion, and semantic information). The combined representation of these types of informa-

tion would allow the user to define new measures and metrics that reflect different as-

pects of the software. 
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APPENDIX 
 

EMPIRICAL VALIDATION 
 

In this section, the program written for Mathematica (2007) to calculate the ei-

genvectors is given with the outputs. Another example, following the methods in Chapter 

6, is also given as a validation to the framework. 

The example given in Chapter 6 has the weighted adjacency matrix 

3

3

3

3 2

2

2

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

( )
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

x x
x

x
x x

x
P x

x x
x x

x x
x

x

⎡ ⎤+
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥+
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

. 

 
The Mathematica program used to calculate the positive unique root of the matrix 

is given below. 
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. 
 
 
The left and right eigenvectors of the weighted adjacency matrix are calculated 

using the Mathematica program below. The right eigenvector is referred in general as ei-

genvector. The left eigenvector is the eigenvector of the transpose of the matrix. 

. 
 

The left and right eigenvectors of this matrix were already listed in Chapter 6. 
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Validation of the framework with another example that has 6 nodes 
 

 

Figure A.1 A CCFG with 6 Nodes 

For the CCFG in Figure A.1, the edge weights are listed in Table A.1. 
 

Table A.1 Edge Weights 

Edges Weights 

e1 x2 
e2 x3 
e3 x 
e4 x 
e5 x 
e6 x4 
e7 x2 
e8 x 
e9 x2 
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The weighted adjacency matrix for this CCFG is 
 

2 3

2

2

4

2

0 0 0 0
0 0 0 2 0
0 0 0 0 0

( )
0 0 0 0
0 0 0 0

0 0 0 0 0

x x
x x

x
P x

x x
x x

x

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

. 

It is possible to decompose the CCFG into its prime components. The decomposed CIUs 

are illustrated in Figure A.2. 

 

 

Figure A.2 The CIUs of the CCFG 
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The weighted adjacency matrix representing the CCFG is constructed in Mathematica 

B=

i

k

0 x^2 x^3 0 0 0
0 0 0 2 x 0 x^2
0 0 0 0 x 0
0 x 0 0 0 x^2
0 0 x^4 0 0 x

x^2 0 0 0 0 0

y

{ . 

The unique root of this matrix is 0.643643x = . The left and right eigenvectors of the ad-

jacency matrix are 

 
0.2383
0.5759
0.0714
0.7414
0.0459
0.5753

ξ

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

   

0.3288
0.7529
0.0634
0.5410
0.0985
0.1362

η

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

. 

 
 

The node and edge probabilities are calculated using the eigenvectors above and listed in 

Tables A.2 and A.3. 

Table A.2 Node Probabilities for the CCFG 

Node Node Probability 
v1 0.0783 
v2 0.4335 
v3 0.0045 
v4 0.4010 
v5 0.0045 
v6 0.0783 
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Table A.3 Edge Probabilities for the CCFG 

Edge Edge Probability 
e1 0.9486 
e2 0.0514 
e3 0.8955 
e4 0.1044 
e5 0.9999 
e6 0.0001 
e7 1 
e8 1 
e9 1 

 

The entropies of the nodes and edges are calculated using Shannon’s Entropy and listed 

in Table A.4 and A.5. 

Table A.4 Node Entropies for the CCFG 

Node ivp  2log ip  
ivH  

v1 0.0783 3.6748 0.2877 
v2 0.4335 1.2058 0.5227 
v3 0.0045 4.4739 0.0201 
v4 0.4010 1.3183 0.5286 
v5 0.0045 7.7958 0.0350 
v6 0.0783 3.6748 0.2877 

Table A.5 Edge Entropies for the CCFG 

Edge ivp  2log ip  
ivH  

e1 0.9486 0.0761 0.0721 
e2 0.0514 4.2820 0.2200 
e3 0.8955 0.1592 0.1425 
e4 0.1044 3.2598 0.3403 
e5 0.9999 0.0001 0.00001 
e6 0.0001 13.2877 0.0013 
e7 1 0 0 
e8 1 0 0 
e9 1 0 0 
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The entropy-based metrics for this example are computed in the following section. 

1. Design Information Content (δ ) 

The total node entropy is 

1 1 2 10
...

Nv v v vH H H H= + + + = 0.2877 0.5227 ... 0.2877+ + +  

1NvH =1.6818 bits. 

Based on (6.9), the Design Information Content is 

1.6818 6 nodes=10.09δ = ⋅  bits. 

In the following section the Interaction Complexity, Interaction Cohesion, and In-

teraction Coupling metrics are computed for the four CIUs, CIU-2, CIU-2-2, CIU-2-2-1, 

and CIU 2-2-2.  

 

2. Interaction Complexity ( χ ) 

The edges that are included for the computation are 

CIU-2. e1, e2,…, e9 

CIU-2-1. e1, e2,…, e8 

CIU-2-1-1. e1, e3, e4, e8 

CIU-2-1-2. e2, e5, e6, e7. 

The Interaction Complexities of the modules based on (6.11) are 

2 0.7762CIUχ − =  

2 1 0.7762CIUχ − − =  

2 1 1 0.5549CIUχ − − − =  

2 1 2 0.2213CIUχ − − − = . 
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3. Interaction Cohesion (Ω ) 

The edges that are included for the computation are 

CIU-2. e3, e4, e5, e6, e7, e8 

CIU-2-1. e3, e4, e5, e6 

CIU-2-1-1. e3, e4 

CIU-2-1-2. e5, e6. 

The Interaction Cohesion of the modules based on (6.12) are 

2
0.4841 0.6237
0.7762CIU −Ω = =  

2 1
0.4841 0.6237
0.7762CIU − −Ω = = . 

Note that the edges going into the node v6 do not have any uncertainty; thus the values 

are same for CIU-2 and CIU-2-1 

2 1 1
0.4828 0.8700
0.5549CIU − − −Ω = =  

2 1 2
0.0013 0.059
0.2213CIU − − −Ω = = . 

4. Interaction Coupling (ϒ ) 

The edges that are included for the computation are 

CIU-2: e3, e4, e5, e6, e7, e8 

CIU-2-1: e3, e4, e5, e6 

CIU-2-1-1: e3, e4 

CIU-2-1-2: e5, e6. 

The Interaction Coupling of the modules based on (6.13) are 



 167

2
0.2921 0.3763
0.7762CIU −Ω = =  

2 1
0.2921 0.3763
0.7762CIU − −Ω = =  

2 1 1
0.0721 0.1299
0.5549CIU − − −Ω = =  

2 1 2
0.22 0.9941

0.2213CIU − − −Ω = = . 

Comparison of the results to the counting metrics is given in Tables A.6 through A.8. 

Table A.6 Comparison of the Interaction Complexity Metrics to the Counting Metrics 

Modules Interaction Complexity # of Edges (Counting) 

CIU-2 0.7762 9 

CIU-2-1 0.7762 8 

CIU-2-1-1 0.5549 4 

CIU-2-1-2 0.2213 4 

Table A.7 Comparison of the Interaction Cohesion Metrics to the Counting Metrics 

Modules Interaction Cohesion Counting Metric of Cohesion 

CIU-2 0.6237 0.66 

CIU-2-1 0.6237 0.5 

CIU-2-1-1 0.8700 0.5 

CIU-2-1-2 0.0590 0.5 

Table A.8 Comparison of the Interaction Coupling Metrics to the Counting Metrics 

Modules Interaction Coupling Counting Metric of Coupling 

CIU-2 0.3763 0.22 

CIU-2-1 0.3763 0.5 

CIU-2-1-1 0.1299 0.5 

CIU-2-1-2 0.9941 0.5 
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