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CHAPTER I

INTRODUCTION

While positron annihilation (PA) is a widely-used tool in condensed matter 

systems, it presents a vexing theoretical problem because of its strong perturbation of 

the states it is intended to probe. Unlike other probes where final-state effects can 

often be neglected, in the case of PA the annihilation event can take place from a 

bound state which represents a significant perturbation of the original electronic 

states. The goal of first-principles theories is to adequately take into account for the 

perturbation of the electronic states, including electron-positron correlation effects 

which directly relate to the observed annihilation rates.1,2 In this work, we only 

consider the 2y annihilation channel and determine our computed annihilation rates 

from the overlap of electron and positron densities.

Much experimental work has been carried out in connection with defect centers 

using thermalized positrons.3’5 Recently, numerous experimental studies have 

yielded data on the positron annihilation rate for a trapped positron in defect centers 

of solids. Variable-energy positron beams6'8 have also been used in the study of 

vacancy-defect structures such as an EL2 defect in the GaAs crystal. In formulating 

a computational approach to PA, in such systems, we begin with atomic systems. Ab 

initio calculations have been carried out at the Hartree-Fock (H-F) level9'10 and for 

smaller atoms or ions, at the post-HF level in terms of configuration-interaction (CI)

1
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and Hylleraas-type calculations.11-13 Correlation effects are crucial for addressing 

the issue of bound states of positrons in neutral atoms. Therefore, another method is 

preferable for including correlation that is more tractable in larger systems.

In general, one can expect positron annihilation in condensed matter to occur 

via channels involving localized, as well as delocalized, electronic states. The full 

range of such states may be analyzed within density functional theory (DFT),14,15 

which includes the energy functional correlational effects between electrons and 

between electrons and the positron. The well-documented problems of the local 

density a pproximation (LDA) of DFT in regard to localized states, viz. the self

interaction error,16 may be dealt with in a number of ways such as ASCF,17 GW 

approximation,18, 19 or the self-interaction correction (SIC).16, 20 In this work, we 

adopt the orbital SIC scheme and employ the Perdew-Zunger parametrization of the 

Ceperley-Alder21 values of the electron-electron correlation energy.

The two-component DFT in the self-consistent formalism of Chakraborty,22, 23 

where densities of the electron and the positron are defined as basic variables of 

the functional, has proven to be useful in the study of positron states in metallic 

sytems.24,25 Expressions for the electron-positron correlation energy per unit 

volume Evep based on calculations by Arponen and Pajanne26 and Lantto27 have been 

employed. Boronski and Nieminen2 have devised an interpolation scheme to use 

these data to fill in values ofE/p throughout the (p+, p ) plane. Applications of the 

two-component DFT include an electron-hole plasma in semiconductors28, 29 and 

electron-positron systems in metals.1

In order to include a self-interaction correction not only for the electrons 

but also for the positrons,30 the proper theoretical framework is a three-component 

DFT formalism.31 We attempt to improve our local approximation to the exact 
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three-component DFT by imposing the same fundamental requirement as the 

exact functional so that it is self-interaction free in the limit of a single orbital 

density.16 The LDA energy functional retains a residual self interaction resulting 

from the local approximation for the exact exchange and correlation. The problem of 

the orbital SIC scheme associated with a lack of invariance to linear transformations 

among the orbitals can be remedied by solving the localization equations.32 In this 

work, we do not adopt this extra computational step although its effect on 

calculated positron lifetimes should be explored. Bound state of positrons in 

negative ions have been dealt with in the context of the exchange-only (X-O) 

SIC-LSDA in a previous work.31 Moreover, the delicate problem of positron bound 

states in neutral atoms33'34 has yet to be addressed and should provide a good test of 

the correlation functional to be employed.

Positron lifetimes often hold key information about the presence of defect 

electronic states. Although the experimental data may contain information about the 

presence of defects in solids, the analysis of that information in terms of local defect 

structure may be difficult. Many of these problems of data analysis could be resolved 

with theoretical calculations of the expected positron lifetimes for the bulk materials 

and associated defects. Until now, most of theoretical calculations of the positron 

lifetimes in defect crystals have been based on semiempirical models. In systems 

such as these where the experimental characterization is incomplete or uncertain, 

parameter-free tools are essential. The calculated positron lifetime in a system is 

directly related to the amount of overlap in the electron and positron densities. This 

could conceivably be described by a number of parameters in a semi-empirical 

theory,35, 36 but without sufficient information from experimental measurement, a 

unique correlation between positron lifetimes and local electron structure would be 



4

impossible. A first-principles method for the self-consistent calculation of the 

positron states in many electron systems has been developed,31 but some important 

features have not been fully implemented.

In this work, based on a first-principles calculations of electronic structure for 

both the electron and positron, we calculate the positron lifetimes in the F-center of 

alkali halide crystals (LiF, NaF, LiCI, and NaCI). The electron and positron many 

body interactions are computed using the self-interaction corrected, local spin density 

approximation of density functional theory and using the linear combinations of 

Gaussian orbitals in the embedded-cluster method. The calculation of the positron 

lifetimes is carried out on the negative and neutral free atomic systems (F ":e+ and 

Cl ’:e+). We also calculate positron lifetimes for those of pure alkali halide crystals, in 

which the positron interacts with electrons in periodic systems. These data are used 

as a reference for lifetime shifts which may result from the introduction of defects. 

Finally, we complete the calculation on the F-center (Fc:e+) in the alkali halides listed 

above and analyze the local features of the positron bound states, annihilation rates 

of the positron from the various possible bound states, and relationships between the 

annihilation rate and the lattice constant for the alkali fluorides (LiF, NaF) and the 

corresponding alkali chlorides (LiCI, NaCI).

The rest of the text is organized as follows: Chapter II reviews the theoretical 

formalism for the many-body interactions in the context of the DFT. Chapter III 

takes up the issue of the positron annihilation phenomenon including positron 

properties. Chapter IV is devoted to the crystal field effect. The embedded cluster 

method as a computational technique is introduced in Chapter V. In Chapter VI, 

density functional calculations are carried out for positron annihilation lifetimes on 

free-atom systems such as negative and neutral atoms, the bulk states for the pure 



5

alkali halide crystals, and F-centers as a point defect in those crystals. Finally, 

Chapter VII contains concluding remarks. Throughout this work unless otherwise 

noted, we use Hartree atomic units (a.u.) in which (e2 = h/2n = m = 1).



CHAPTER II

DENSITY FUNCTIONAL THEORY

A. Many-body problems

An interesting question in the many-body problems is the maximum numbers of 

bodies for which we may find exact solutions. Historically in classical mechanics,37 

the three-body problem was not exactly solvable. With the advent of general 

relativity38 and quantum mechanics,39 we find that the two-body problem has no 

exact solution. In quantum electrodynamics,40 one-body problems can not be solved 

exactly, and within modern quantum field theory,41 the problem of zero bodies 

(vacuum) is not exactly solvable. So, if we are looking for exact solutions, no bodies at 

all is already too many.

Of course, we are not really interested in exact solutions, but instead we look for 

a better strategy to handle the many-body problem in which we want to describe the 

observed physical properties of the system in terms of the behavior of the particles 

composing it. In quantum mechanics, the exact solution of the motion of one particle 

is possible by solving the Schrodinger equation for the particle. A many-body system 

may be considered in zeroth order as many one-body problems. The real many-body 

system is more properly regarded as a system of particles which interact with one 

another. The particles no longer act independently, and the solution must take into 

account the enormously complicated influence that each particle has on the motion of

6
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all the others. Many physical systems besides gases are of this type-molecules in a 

liquid, electrons in a solid, protons in a nucleus, and so on.

This leads to the fact that the many-body problem is the study of the effects of 

interactions between particles on the behavior of a many-particle system. These 

interactions decisively influence the physical properties of the system. In general, 

the many-body problem is extremely difficult because of the incredibly intricate 

motions of the particles in an interacting system. One of the most successful of the 

early methods of approaching the problem, and one which is still used extensively 

today, is the canonical transformation technique. This involves transforming the 

Schrodinger equation to a new set of coordinates in which the interaction term 

becomes small. The principal drawback with this technique is that it is not as 

systematic as one would like, sometimes making it difficult to apply.

The situation has changed radically with the methods of quantum field 

theory.42"44 This theory is already famous for its success in elementary particle 

physics, providing a powerful, unified way of attacking the many-body problem. In 

rapid succession, the idea was applied to nuclei, superfluids, superconductors (even 

though there are still some problems), electrons in solids, phonons, ferromagnets, 

plasmas, atoms, and molecules. In the last several decades, many-body theory45 has 

come of age, making possible increasing amounts of exciting and fundamental 

research into the nature of matter. Quantum field theory is also useful for 

understanding the inhomogeneous interacting electron system. This theory can 

provide many-body effect on the electron-electron quantum correlation which is an 

important ingredient in density functional theory.

It would be helpful to review several background methods to understand a 

many-body problem, such as the Born-Oppenheimer approximation,46 Hartree-
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Fock,47,48 and Thomas-Fermi-Dirac-Weizsâcker density approximations.49'52 As to 

the electronic structure, the non-relativistic, time-independent Schrodinger equation 

for an inhomogeneous system of M nuclei and N electrons may be written as

77Y (rp r%,..., r^\R^, Rq,..., R^) — , (2.1)

where E is the total energy, Y represents the total wavefunction, and the

Hamiltonian operator is written as

with

H — Tei + Tnu + V(Fp F2>rpR^i • • •,R(2. 2)

N
T.i = 2 (2. 3)

i = 1

- M 1
tu = Z 2ÂFV^ (2- 4)

v = 1 v

and

(2.5)

Vee 2 Zlr._rl’

i = 1 j * i ' *

N M z

A/ Af y y

v = ip^rH vl

Here r denotes the coordinates of the electrons, Rv the coordinates of the nuclei, and 

ZV,MV to the charge and the mass of the nucleus at Rv, respectively. In this system, 

the length unit is the Bohr radius (0.529 Â); the energy unit is the Hartree (27.211 

eV). A double counting can be avoided on the electron-electron and the nucleus
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nucleus interactions by multiplying one half and excluding the terms i # j and |1 £ v, 

respectively. The many-body system is a coupled system, consisting of two 

components, nuclei and electrons, which interact with themselves and with each 

other. Tb address the problem of Eq. (2.1) for such a many-body system, it is useful to 

approximate the system to be separable into the electronic and the nuclear motions.

The first approximation is justified with Born-Oppenheimer theorem,46 which is 

valid only because electrons are so much lighter than nuclei and move so much faster 

(My/me ~ 1839 ). If the nuclei are assumed to be fixed on their positions, the only 

part of the total Hamiltonian to be considered is for electrons:

(fp..., r^2» • ••’= > (2.9)

where

He = Te + Vne+Vee- <2. 10)

The substantial difficulty with Eq. (2.9) still comes from its many-body interaction. 

This makes the problem too complicated. In order to carry out the calculation, it is 

necessary to make further approximations. There are several possible alternatives to 

solve many-body systems with one-electron approximations.

Hartree47 introduced a product of wavefunctions for the individual electrons 

just as for bosons which are symmetric under their exchange:

(2. 11) 
i

where is spin coordinates of electron. Following the quantum-statistics, electrons 

are fermions which satisfy the Pauli exclusion principle. The wavefunction of 

electrons should be antisymmetric. In the Hartree and Fock method47,48 the 

antisymmetric wavefunction can be written as a Slater determinant:53
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W!

0i (rp G]) ...0} (rN, G^y)

0^(^p Gj) ...0^G^

(2. 12)

It can be readily seen that the interchange of two particle labels in Eq. (2.12) 

merely changes the sign of . If this determinantal wavefunction is used in the 

Hamiltonian Hg, the new additional exchange term is obtained as

N
Ex = £ ô(a,’av-)jj0i*( ri)0/(r2)~0t-^ (2.13)

ij= 1 12

The Hartree-Fock equation for i -th orbital is the following:

N

^00, (n) - 2 (°F °? Jv (r2> 0,' O2) |r lr |0j (f])^2 = Mi 01) '
J = 1 H %

(2. 14)
where

M 7 N

v = 1 = 1 rn 2
(2. 15)

The exchange energy term is in a non-local form of J V (r, r') 0 (r') d3r', leading 

to complicated multi-center integrals. This non-locality implies that the H-F 

approach is not appropriât for large systems. Because the computation becomes 

so demanding with a large number of complicated multi-centered integrals, further 

severe approximations would be required to make it tractable. The local 

approximation of the exchange term may be useful to avoid this problem.

A review of the Thomas-Fermi density approximation49’52 is useful before the 

local exchange approximation is introduced. The distribution of electrons can be 

assumed to be treated statistically in the inhomogeneous electron system. Electrons 

are modeled to be distributed uniformly in the six-dimensional phase space for the 

motion of an electron. The effective potential can be determined by the nuclear 
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charge and the distribution of electrons. In this Thomas-Fermi approximation, the 

kinetic energy in terms of the density p (r) is derived for a non-interacting uniform 

electron gas. The energy functional of the Thomas-Fermi theory of atoms is given by

Erf[p(r)J = Cjp5/^r)dr-zj^dr+i[ti^  ̂ (2.16)

3 ( 2)2/3where the kinetic coefficient is Cc = —I 3n J .F 10\ /
For the ground state of an atom of interest, the electron density minimizes the 

energy functional under the constraint

N = Jp(r)Jr, (2.17)

where N is the total number of electrons in the atom. This constraint may be 

incorporated by the method of Lagrange multipliers. Once an approximate total 

energy functional is specified, ground state energies and densities are obtained by 

solving the variational equation,

-Pyd lp(r)dr-AH} = 0, (2. 18)

which yields the Euler-Lagrange equation

^r= = Kp^C)-<D(r), (2. 19)

where 0 (r) is the electrostatic potential at point r due to the nucleus and the entire 

electron distribution: 

(2. 20)

Countless modifications and improvements of the Thomas-Fermi theory have been 

made over several decades. The non-local Hartree-Fock exchange term is simplified 

by Dirac:51
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Etfd^ Pl ~ Pl —^Jp (r)dr > (2.21)

3( 3M/3 
where the exchange coefficient is C = - - .x 4\nJ

As an effort to take into account the effect of the inhomogeneous electron 

density, which is large in atoms and molecules, Weizsâcker52 added the gradient 

correction to the non-interacting Thomas-Fermi kinetic energy functional to second 

order:

Pl - ^rfp[p] (2.22)

where the coefficient is optimized within the range 1/9 < X < 1. In spite of the 

improvement with the gradient correction, the accuracy of the prediction for atoms is 

not as high as that with other methods. This means that the Thomas-Fermi 

approximation is classified as an oversimplified model which is not of much real 

importance for quantitative predictions in atomic, molecular, or solid-state electronic 

structures.

However, the situation changes with the systematic treatment of density as a 

basic variable of energy functional by Hohenberg and Kohn.14 They provided the 

fundamental theorem showing that for ground states. The Thomas-Fermi model may 

be regarded as an approximation to an exact theory, the density functional theory. 

The existence of an exact energy functional F[p] and also an exact variational 

principle is discussed in the next section.

B. Density functional formalism

From the quantum field theoretical viewpoint, ground state properties of a 

many-body system can be described in terms of the one-particle density by including 

the many-body effect of the quantum correlation as the density functional. The 

Green function techniques suggest that the ground state energy can be expressed 
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directly in terms of one- and two-particle Green functions. However, the 

determination of these quantities involves a set of differential equations coupling 

eventually all N-particle Green functions, with N being less than or equal to the 

number of particles. The refined Thomas-Fermi theory with the gradient correction 

expanded by power series for the non-interacting kinetic energy functional cannot 

describe the correlation effect. This implies that this early density functional model 

could not appropriately take into account the contribution of the many-body 

correlation effect. The correlation effect from quantum field theory has been used to 

develop the self-consistent one-electron formalism for the many body system.

The exact general formulation of the density functional theory (DFT) was 

realized by the Hohenberg-Kohn theorem. This implies that the many-body ground 

state of an electronic system is a unique functional of the true density of electron. 

This theorem can be readily proved by reductio ad absurdum as follows.

The electron density p (r) is defined for the non-degenerate ground state of 

some N-electron system. For if there were two external potentials V£Xt (r) and 

V'ext (f) differing by more than a constant, each giving the same p for its ground 

state, there would be two Hamiltonians H and H*  whose ground state densities 

would be the same although the normalized wavefunctions Y and Y' of the 

N-electron system would be different. Taking Y' as a trial function for the H 

problem, and using the variational principle for the ground state,

E = (Y|H|Y) < <Y'|#|Y') (2. 23)

and

<Y'|H|Y') = <Y'|#'|Y') + (Y'|H- H'|Y)

= f' + Jp (r) [Vex[(r)-V'ext(r)]dr, (2. 24)
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where H, H' and E, E' are the Hamiltonians and the ground-state energies for Y 

and Y', respectively. Likewise, after taking Y as a trial function for the H' problem,

E' = < CPI^'IT) (2. 25)

and

= E-^ (r) WexlW-V'ext^Adr. (2. 26)

Adding Eq. (2.24) and Eq. (2.26), E + E' <E + E' can be obtained as a contradiction. 

Therefore, there cannot be two different external potentials that give the same 

density for their ground states. This implies that the external potential is a unique 

functional of density and that the density determines the ground-state wavefunction 

Y and all other properties of the N-body system. The energy functional may be 

written with the explicit dependence on the external potentials Vext :

Ev [p] = jp (r) Vext (r) dr + PHK [p] , (2. 27)

where the Hohenberg and Kohn universal functional,

VP1 = (W+VJ'P)

= 7[p] +<g. (2.28)

The second Hohenberg-Kohn theorem provides an energy variational principle 

for a non-negative trial density p' (r) , such that Jp' (r) dr = N,

Eq-Ev [p'] , (2. 29)

where Ev[p'] is the energy functional of Eq. (2.27). This is analogous to the 

variational principle for wavefunctions. To prove this theorem, note that the 
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previous theorem assures that p' determines its own V' , Hamiltonian H, and 

wavefunction T', which can be taken as a trial function for the problem of interest 

having external potential Vext. Thus,

= $P\r)Vex^r)dr' + FHK[p']

= Ev[pl >EV[p]. (2. 30)

Assuming the differentiability of Ev [p] , the variational principle of the Eq.

(2.29) requires that the ground-state density satisfies the stationary principle

ôi^Jp] -P-[Jp (r)dr-A(]} = 0, (2. 31)

which gives the Euler-Lagrange equation from the following constraint:

(2. 32)

The usual method for determining the self-consistent ground state charge density p 

is due to the Kohn-Sham theorem.15 It is supposed that a non-interacting electron 

system exists with the same ground state charge density as the interacting system. 

Indicating with To [p] the kinetic energy of the non-interacting electron system

N

To [pl *
i

(2. 33)

the universal functional becomes

^tp] = W +f/c[p] +^[p] , (2. 34)

where Uc[p] is the Coulomb potential energy and Exc [p] is introduced as the 

exchange-correlation functional defined by

Exc[ Pl = T[p]-TQ[p]+(Vee)-Uc[p]. (2. 35)
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The N-electron charge density which makes Eq. (2.27) stationary is the solution of

the equation:

sp
8 Ur 
"8p" + Sp = g- (2. 36)

Since the Eq. (2.36) is identical to the equation that would be obtained for a 

non-interacting system in an external effective potential given by

V) - + 37>

the ground-state charge density can be obtained after solving Schrodinger-like 

equations

- 1 2 ~
--V +Veff(r)^i(r) = (2.38)

and then by summing the square of the N lowest orbitals

N

P (r) = (2. 39)
i = 1

Now, these one-particle Kohn-Sham equations can systematically describe many 

body systems and can be applicable for self-consistent calculations of electronic 

structures. The remaining complexity is the determination of the universal 

functional for the exact exchange and correlation functional.

Although the search for an accurate Exc [p] has encountered a tremendous 

difficulty, the explicit form for the functional is essential to specify the Kohn-Sham 

equations and is the greatest challenge in the density functional theory (DFT). As 

the simplest approximation for the above one-component formalism of DFT, there is 

the local density approximation.15
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As the concept of the uniform electron gas has been used locally to obtain the 

Thomas-Fermi functional for kinetic energy and the Dirac functional for the 

exchange energy, now the kinetic energy TQ [p] is rigorously treated in the Kohn- 

Sham scheme. The local density approximation (LDA) for the exchange and 

correlation energy can be written as

(Pl = jp (r) (p) dr , (2. 40)

where Exc (p) indicates the exchange and correlation energy per particle of a 

uniform electron gas of density p. The corresponding exchange-correlation potential 

then becomes

= e„lP(r)] +P(d-g^ (2.41)

and the Kohn-Sham orbital equations read

<2.42)

This self-consistent solution defines the Kohn-Sham local density approximation. 

The function Exc (p) can be divided into the exchange and the correlation 

contribution without losing the physics,

G,c(P) = E/P) +Ef(p) . (2.43)

The exchange energy is already known from work by Dirac,51 Slater,54 and Kohn15:

E/P) = -C,p (r) "3 , (2. 44)

where the exchange constant is given with several values such as | (3/n)1/3 for the 

9 1 /3Dirac and the Kohn-Sham types and - (3/n) for the Slater type.
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The Xa method55 may be regarded as a density functional scheme with neglect 

of correlation and with approximation to the exchange energy functional

^[p] = —a^[p] = -^)1/3Jp Vr^dr (2.45)

which gives the Xa potential upon the functional differentiation. Kohn and Sham15 

realized that the Xa equation54,55 is equivalent to their local density approximation 

if the correlation in Eq. (2.43) is ignored. Namely, if one uses the Dirac exchange 

formula [Eq. (2.21)]

^[p] = -MP3 = -OHP")4^ % 46)

and
tda T3

V7W , (2-47)

then the resulting Kohn-Sham equation is precisely the Xa equation with a = -. 

The correlation functional is also available with accurate values from the quantum 

Monte Carlo calculations of Ceperley and Alder.21 These values have been 

interpolated to provide an analytic form.16

The LDA is applicable to systems with slowly varying densities but cannot be 

formally justified for highly inhomogeneous systems such as atoms and molecules. 

The exchange-only LDA calculation56 shows an error of about 10% from the 

unrestricted Hartree-Fock calculation. This is the major source of error in the LDA 

since correlation energy is a magnitude smaller than the exchange energy. This 

inexactedness of exchange energy can be improved by the introduction of spin

polarization in the density functional theory which is corresponding to the local spin 

density approximation (LSDA). The spin polarization effects in the effective 

potential for the spin polarized electron densities need to be taken into account; these 
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may not only cause changes between energies of spin T and 1 electrons, but may also 

significantly change the wavefunctions corresponding to the energy changes. This 

improves the accuracy of the density functional calculation and provides two 

component formalism of DFT for spin T and I electron densities as basic variables of 

energy functional.

The formal discussion on this extension of the LDA is available in the work of 

Von Barth and Hedin57 and also Rajagopal and Callaway.58 The formalism of LSDA 

is summarized with the following total energy and equations:

= [pW (2.48)

N

= (2.49)
i,o

tpî, PJ.1 = JeTC[pî, PdJp (r) dr, (2.50)

and

(2.51)

where densities can be defined by

occupied
Po^) = 1 (2.52)

i = 1

P (r) = pt (r) + pj, (r) (2. 53)

In the inhomogeneous electron gas, the LSDA still underestimates the exchange 

energy while it overestimates the correlation energy.59 The discrepancy may be too 

large to explain atomic properties such as the ionization and the binding energies.



20

The further correction of the LSDA approximation into the exact solution of the 

single particle limit is needed. This implies that the self-consistent one-particle 

equation has to have the same one particle limit. This self-interaction correction has 

been initiated by Perdew60 and detailed fully by Perdew and Zunger16and 

Harrison.61 The orbital structure of the exact DFT is self-interaction free with 

Perdew and Zunger’s constraint,

= 0, (2.54)

However, the local approximation leads to a self-interaction error for the LSDA 

functional,

<255)

and a correction formed as an orbital-by-orbital subtraction can be included on the 

ground states energy from the SIC version of the LSDA:

«.se,

^c = -Hk[p,J+^[p«yOj]. (2.57)
o i

This self-interaction correction gives accurate results for the ground state energy, 

binding energy, and ionization energy calculations in atomic systems.

From the variational principle, the one-particle equations for the orbitals can be 

written by

= e.Wr) i = (2.58)

with

Hio = + , (2. 59)
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° 5Po
(2. 60)

(2. 61)a’£c = -Mp«i-'£-
In our approximation, we keep the SIC-LSDA scheme and extend it into the 

electron and positron system in the next section. The SIC-LSDA provides the 

accurate self-consistent electron and positron densities which are important 

ingredients in determining positron annihilation lifetimes.

C. The electron-positron system

Within the SIC-LSDA scheme, it is useful to introduce a three-component 

formalism to consider a system in which a single positron interacts with the spin- 

polarized electronic structure. A positron bound in an atomic system is an 

inhomogeneous system of N electrons and a positron, and electron densities can be 

denoted by p-j-, and the positron by p% The Hamiltonian may be written as

H=TVVex^Vc^Vepl (2. 62)

where

<2- 63>
i = 1

S 7 ”■
(2.64)

f=1 1 3 I=1

and

i = 1
(2. 65)
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Where To is the non-interacting component of the kinetic energies for electrons and 

the positron, and Vext is nuclear external interactions for electrons and the positron.

Following the Hohenberg-Kohn theorem,14 basic variables as densities pf pj,, 

and p+f for the external potentials Ven and V can be uniquely determined from 

the minimization of the energy functional. From Levy’s constrained-search 

formalism62 which restricts the set of wavefunctions Y to those that are 

antisymmetric under the exchange of electron coordinates, the following inequality of 

energy functional for trial densities exists:

E<\drp{r) Ven(r) + prp+(r) Vpn(r) +Q[p^ Pi(P+î], (2.66)

where the universal functional is written as

QÏPWyiï = {V\T+Uc+Uep^ (2.67)

Densities can be described by a set of orthonormal orbitals and occupation numbers 

such that

Pa = ^a|^o (r)|\o=T, (2. 68)
1= 1

p+T = |0p(r)|2, (2.69)

where occupation number fia is in the interval 0 </< 1. To derive a set of single

particle Kohn-Sham equations, an exchange-correlation energy functional for the 

SIC-trial wavefunction is defined as

(2.70) 

where the last term is the exchange-correlation energy in the SIC-local 
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approximation, and the non-interacting kinetic energy and the Coulomb potential

energies are written as follows:

N,

T0[p-W,P*t]  = Mm
. ® 1 = 1 .

(2. 71)

and

(2. 72)

^). (2. 73)

respectively. Normalization constraints are imposed on the orbitals via the Lagrange 

multipliers, eiO and e+, and the variational minimum in our modified functional is 

obtained from

5 E~YL oVJ = i
= 0. (2. 74)

Calculating the functional derivatives gives the unique potentials for the densities in 

the SIC-LSDA scheme,

VW = VPol-Mpj+^tpT + Vpj-Vpj + ^tp^L 

(2. 75)

VO = IPl+^'lp.p*].  (2.76)

The self-consistent one-particle equations for orbitals can be written by

(r) = = 1,2........................................... (2.77)

% (d = (r) , (2. 78)

with
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".° = a-™

«- «O' 

and
^[Pt.Pi^^ <2- 81)

' lPt, Pl, PM = (2. 82)

8Ee?
~P [PT, Pi. P+?J = —7 (2. 83)

Ôp

(2.84)

With these single-particle equations, the minimized energy functional in three- 

component density functional formalism can be obtained as follows:

N=
F[pT,Pi, P^T] = X^(T + ^- (^ + E^), (2.85)

i

where

Ee = ^c-^ctPT.Pil = sic- (2.86)

Eep = uep (Pî(^) + pj(r))dr + ^CP~PÇ>+ {r)dr, (2. 87)

No
sic = -£^[PJ +j^[pj p,^J. (2.88)

In the above expression, the electron exchange-correlation energy is denoted to 
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Exc Ipî, P J and the electron-positron correlation energy to [p^ pj,, p^]. From 

this three-component formalism of the DFT, the self-consistent electron and positron 

densities can be obtained by minimizing the energy functional. We solved these 

equations by means of a modified atomic structure code20 used for the SIC-LSDA 

calculation of atoms interacting with a positron.

Further information about exchange-correlation for electrons and positrons is 

required to solve the Eqs. (2.77) and (2.78) self-consistently. These quantum many

body interactions are available for the implementation of this work by the field 

theoretical investigation. The details are reviewed in Appendix A. In the next 

Chapter, the general physical properties of positron and the annihilation 

characteristics on the solid materials will be described.



CHAPTER III

POSITRON ANNIHILATION

A positron, the antiparticle of the electron, can be generated from the 0+ decay 

process of the nuclear weak interaction of a radioactive isotope such as Na. When 

a positron enters a solid, it is thermalized rapidly and is either trapped by a defect 

center or enters a Bloch state in a perfect crystal. The positron subsequently 

annihilates with an electron, and the emitted annihilation radiation is observed and 

analyzed with spectroscopy. The fact that positrons can be absorbed in defects and 

surfaces of solids and annihilate with discernibly different characteristics from those 

in the perfect crystal has given us a very useful method for the study of real solids. In 

this chapter, we will first review in detail the properties of the positron and its 

annihilation characteristics and its relationship to the pair correlation function.

A. General properties

The existence of positively charged states of the electron was one of the most 

significant predictions of relativistic quantum mechanics by Dirac.63 Non-relativistic 

quantum theory is based on the correspondence principle. Space and time are not 

viewed equally, and the observable in quantum mechanics is based on the classical 

concept of dynamical variables. This involves the concept of the physical quantities 

at widely separated spatial points at the same instant of time, and the quantum state 

prescribed by the complete set of commuting observables has the lack of space-time 

symmetry.

26
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In the development of the relativistic wave equation, a linear equation is 

required to preserve the principle of superposition of states since it is a covariant 

principle in the Schrodinger representation for the fermion. From the Hamiltonian 

of a relativistic free particle

2 2 2 4= p c + m c , (3. 1)

the Dirac equation of the relativistic particle has two solutions:

= ±
( 3 \

X % +

'-i=i '

Y = +EW, (3. 2)

. 2 2where the Dirac matrices (ap a2> P) are defined by relations a, = P = 1 and 

a-P + pa^ = 0 from the 2x2 Pauli matrices

1 0
0 -1

(3. 3)

The positive energy solution for the Dirac equation describes the electron, and the 

negative energy was interpreted as the solution of the antiparticle of the electron by 

the Dirac hole theory.63

The hole theory implies that the negative energy solution may give the 

occupation of the negative-energy level of the electron in accord with the Pauli 

exclusion principle for the different charge quantum number. The vacuum state con

tains all negative energy electron levels filled and all positive-energy levels empty.

A hole in the negative sea, or a positron, is a trap for a positive energy electron 

and leads to electron-positron pair annihilation with emission of radiation, as shown 

in Fig. 3.1. It is also possible for a negative-energy electron to absorb radiation and 

be excited into a positive-energy state. When this happens, there is a pair creation of



28

+mc

-me

UNOCCUPIED

AAAAAJT

Electron

Hole 
O (positron)

OCCUPIED

FIG. 3.1. Electron-positron pair annihilation. A positive energy 
electron falls into a negative energy hole emitting radiation.
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an electron with charge —\e\ and energy +E, and in addition a hole in the negative

energy sea. The hole registers the absence of an electron of charge -\e\ and energy 

-E and would be interpreted by an observer relative to the vacuum as the presence of 

a particle of charge +|e| and energy +E, that is, the positron.

Positrons and electrons have the same mass m, the same magnitude of charge 

\e\, and the same magnetic moment . The charge quanta of positrons e+ and 

electron e are distinguished with e*  - -e = \e\. In addition, positrons and 

electrons are distinguishable from each other and thus do not comply with the 

exclusion principle.

In thermal equilibrium with a medium of temperature T (K), the de Broglie 

wavelength of positrons in a.u.

h _ 2044.3 
mv+ Jr ’

(3. 4)

is always largely compared to interatomic distances d in condensed matter where 

d»5 a.u. so that

X+
—7 » 1 • d (3. 5)

This implies that thermal positrons in solids and liquids have the particle-wave 

duality of the quantum particle. In contrast to positrons, protons have very short 

de Broglie wave lengths,

- 18^6 - (3. 6)

even at T = 4 K, where Xp = 0.55 a.u., and hence still

(3. 7)

thermal hydrogen and all other atoms always behave like heavy classical particles.
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Since electrons and positrons each have a spin of -, there are two possibilities 

for the initial spin state. If the particle spins are antiparallel, the total spin of the 

system is singlet ^Sg; if they are parallel, the system has spin-triplet Photons, on 

the other hand, each have a spin of 1, so the production of two photons would 

necessarily result in either a spin of 0 or a spin of 2. In order to obtain a state having 

a total spin of 1 and satisfying the linear momentum conservation law, we must have 

at least three photons. Therefore, for electron-positron annihilation, two photons will 

be emitted in the antiparallel spin case into opposite directions with energy of 
2

mc = 0.511 MeV each. Three photons will generally be emitted in the case of 

parallel spins. The distribution of the angle and 1.02 MeV energy among the three 

photons is more complicated than the two photon case. These modes of positron 

annihilation are shown in Fig. 3. 2. The statistical weight of triplet to singlet is three 

to one, and the ratio of the cross-section of the two annihilation modes is given by

= 372. (3. 8)

The positron was discovered by Anderson64 in cloud chamber tracks of cosmic 

radiation. The emission of a positron also occurs from a nucleus that is proton rich 

compared to its more stable isobars. This radioactive decay results from the nuclear 

transformation of a proton p within the nucleus into a neutron n, a positron e", and 

a neutrino ve,

p -» n + e+ + ve (3. 9)

or
A A g

+ + (3.10)

where the neutrino with the spin of — and no electric charge preserves the energy
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E=2E^1.02 MeV
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FIG. 3.2. Channels of positron annihilation. Two photon mode from 
spin singlet state and three photon mode from triplet state.
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conservation and carries non-zero energy which is hard to detect with the 

spectrometer.65 This neutrino spreads the energy of positron as a spectrum.

Several sources of positrons are available. The basic requirements of a positron 

source are emission of a prompt gamma ray photon which can serve as a birth signal 

of positrons, a long half life, a narrow energy spectrum, and thermal stability. The 

majority of investigations of electronic structure3"5 by positrons have been done with 

sodium-22 or cobalt-58 positron sources as they meet most of these basic 

requirements. Table I lists many of the relevant properties of these and other poten

tially useful positron emitters.66 It shows that both ^Na and 58Co produce 

positrons of relatively low energy which are useful for condensed matter systems. 
58Co is unattractive for use in sandwich sources for either energy or time 

measurements since it not only produces a large number of y-rays per positron, but 
44 most of the gamma rays are not coincident with the positrons. Ti has a 

complicated energy spectrum and lifetimes of metastates. 68Ge and 64Cu are 

favored for measuring energy spectra but are not feasible for lifetime measurements.
22 Thus, the best source of the positron is Na.

The positron energy spectrum67 for sodium-22 shown in Fig. 3.3 is the 

characteristic of the decay positrons, and this energy distribution comes from the 

missing energy of the neutrino. Sodium-22 decays with emission of a positron of 

0.544 MeV maximum energy to give an excited neon-22, which in turn decays to the 

ground state by the emission of a 1.28 MeV photon (Fig. 3.4). The excited neon-22 

has an average lifetime of a few pico-seconds. Therefore, for all practical purposes, it 

can be assumed that the positron and the 1.28 MeV photon are emitted simulta

neously. The use of sodium-22 as the positron source, therefore, offers distinct advan

tages such as its long half life (2.67 years), simultaneous emission of the gamma



33

TABLE I. Selected positron sources

Isotope Half-life Production Emax(MeV)

22Na 2.67y 25Mg(p, a) 22Na 0.54

44'I’i 4.80y 45Sc(p, 2n) ^Ti 1.47

55Co 18.2h 58Ni(p, a); 56Fe(p, 2n) 1.50

57Ni 36. Oh 56Fe( 3He, 2n) 57Ni 0.85

58Co 71.0d 58Ni(n,p); 55Mn(a, n) 58Co 0.48

^Cu 12.8b 63Cu(n, y) MCu 0.66

65Zn 245d ^Zn(n, y) 65Zn 0.33

65Ge 275d 66Zn(a, 2n) 68Ge 1.90

90Nb 14.7h 90Zr(p, n); 90Zr(d, 2n) 90Nb 1.50
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FIG. 3.3. Energy spectrum of positrons emitted from 22Na. The 
energy distribution comes from the missing energy of the neutrino.
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FIG. 3.4. Decay scheme for the production of the positron from 22Na. 
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photons and the positron, easy energy discrimination of the gamma ray (1.28 MeV) 

and the annihilation photon (0.511 MeV), and thermal stability up to 600 °C.

In addition to radioisotope sources, slow positron beam facilities are now 

available.8 In an accelerator, electrons bombard a tantalum target and the resulting 

forward scattering generates gamma rays (<10 MeV). These y-rays strike tungsten 

target as the modulator which can create the electron-positron pairs. The generated 

positron can be guided to some direction and reduced in velocity by high voltage 

(10-120 KeV), and becomes the source of the positron beam. A small percentage of 

the positrons are moderated to very low energies, <3 eV Slow positron beams8 are 

available with the current as high as 108 sec"1 (c.f., 30 pCi ^Na = l.llxlO6 sec"1).68

When a positron is incident on condensed matter, as schematically shown in 

Fig. 3.5, it interacts with electrons. This positron-electron system annihilates with 

the emission of two or three gamma photons. The annihilation photons provide 

information about the electron-positron state at the moment of annihilation; 

therefore, the experimental studies of positron-electron annihilation as well as 

positron-electron interaction may provide information about the physical properties 

of the medium under investigation.

The positron techniques can be classified into two categories: (i) positron 

scattering, for example, positron energy loss spectroscopy, and low energy positron 

diffraction which has been developed on the basis of electron spectroscopy; and (ii) 

conventional positron annihilation methods that involve the use of positrons 

emitted from radioisotopes. Conventional positron annihilation spectroscopy (PAS) 

encompasses three methods: the positron lifetime technique,68 angular momentum 

distribution,70 and Doppler broadening measurements.71



37

LiCl

22Na

COMPUTER 
ANALYSIS
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The PAS is a good probe for studies of electronic structure and defect 

characterization in condensed matter. The angular distribution technique is based 

on the fact that the total momentum of the annihilation electron-positron pair 

is distributed between the annihilation photons. This technique is useful for 

understanding momentum density and Fermi surface measurements in metals. The 

method involves the measurement of the angle between the direction of annihilation 

photons, which depends on the electronic momentum. Thus, if it is different from 

zero, there will be a deviation of less than 180° between the directions of the emitted 

photons. Since the positron is thought to be thermalized before the annihilation 

occurs (10 11 sec), the angular deviation from 180°, which is in the order of a few 

milliradians, is mainly due to the contribution of electronic momentum. The form of 

angular distribution yields information about electronic momentum distribution.

In the Doppler broadening technique, the energy distribution of the 

annihilation photons is measured. The spreading of the annihilation peaks caused by 

the motion of the positron-electron pair with respect to the detector can be observed. 

This technique can also be used to measure the momentum distribution of the 

annihilating pair. It is much simpler and faster than the angular momentum 

distribution but has a poorer momentum resolution. The above two positron 

annihilation spectroscopic techniques can yield the momentum distribution of 

electrons. However, they cannot provide information on electron density distribution, 

which can be provided from the positron lifetime analysis.

In positron lifetime measurements, the incident beam of positrons thermalizes 

in solids and annihilates into gamma rays. The number of positrons, N(f) , is 

recorded as a function of time. The accumulated lifetime spectrum which represents 

the number of positrons that have lived a certain time consists of several components 
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relating to the properties of the material under investigation. Each component 

has an exponential decay form. The simple form of the lifetime spectrum can be 

represented as

N(t) = + (3. 11)
/

where Z- is the intensity of the i -th lifetime component representing the probability 

of positrons that annihilate at a rate of and B is the background of the spectrum. 

In condensed matter, a positron interacts and may annihilate with any of electronic 

states, and hence the spectrum usually consists of several components. Each lifetime 

represents different states of the positron in electronic environments. The quantity 

\ is the annihilation rate which may represent the slopes of the lifetime spectrum. 

Positron lifetimes are reciprocal of . The intensity L can be obtained by 

integrating the area under the i -th lifetime component and normalizing to the total 

area under the lifetime curve.

The experimental data analysis is not as simple as we have abstractly explained 

it above. It is much more difficult to resolve lifetime spectra into two, three, or four 

components. Several computer programs for analyzing lifetime spectra are available, 

including POSITRONFIT,72 PAL,73 PFPOSFIT,74 and INTERACTIVE POSITRON 

FIT.75 As an example, the analyzed experimental data76 for alkali halides is shown 

in Table II.

B. The pair correlation function

One of the central theoretical problems is how to properly describe the 

distortion of the positron wavefunction due to the electronic structure in the vicinity 

of the defect center or in the Bloch states of the host crystal. The positron state may 

be changed from the free particle state as a plane wave into the bound state or a
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scattered state by the attraction of electrons. In this study, we are mainly concerned 

with the bound states of the positron. The probability of pair-annihilation increases 

with the increasing probability of the electron density at a positron position.

From the three-component formalism of DFT which includes the correlation 

terms, one can calculate the electron and positron probability densities self- 

consistently. The spin averaged positron annihilation rate X, is given by the 

equation, ' '

2 
7trnc. i

A = — prp (r) p+ (r)g (0;p, p^) = -, (3.12)
e T

where r0 = e2/(4toome2) = 2.81794092(38) fin is the classical electron radius, p is the 

ground-state electron charge density, and p+ is the positron charge density. If the 

electron and positron are statistically independent, the annihilation rate just comes 

from the product of their densities. However, since they are not independent, 

especially in bound states, the rate is a sensitive measure of electron-positron proba

bility distribution. The pair-correlation function g (0;p, p^) gives the measure of 

quantum correlation effect between the electron and the positron at the origin of the 

positron position in any polarization mode Ç. It may be valuable to consider further 

detailed information on this correlation function.

For the one particle limit of the positron in the uniform electron gas, in other 

words, the positron concentration x(= p+/p) —> 0, the function can be evaluated 

within the Sawada bosonic approach, which provides good accuracy for the positron 

annihilation rate.2® When the positron concentrations are increased to x = and 1, 

the pair correlation can be analyzed by the Fermi-hypernetted chain equation 

(FHNC),27 which approximately gives the same limit with the Sawada bosonic 
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method for the x—>0. From these theoretical approaches, the computational 

implementation can be performed by the interpolation of the data.

The pair-correlation function reduces, in the single positron limit, to

A 3
&(r) = 1 +^s<8p(r)), (3. 13)

1 4 3where the rs is the Wigner-Seitz radius defined by - = -Krs, and the average of the 

increased electron density is at the positron position (5p (r) ) . The electron gas is 

described by a set of interacting bosons representing the collective excitations of the 

random-phase approximation (RPA). These bosons were first defined by Sawada,78 

who showed that the RPA can be formulated in terms of non-interacting, free bosons; 

this was extended into the whole interacting electronic Hamiltonian being 

represented with a boson Hamiltonian. The Sawada bosons include not only the 

plasmons, which are important for the correction of the long-wavelength limit, but 

also the continuum of particle-hole excitations, whose oscillator strengths are 

suppressed in the small-momentum region in comparison with free pairs. While 

these various eigen-excitations are only weakly coupled to each other in a 

homogeneous interacting electron system, the presence of the positron has the effect 

of making the strongly excited collective modes also of obtaining important mutual 

interactions due to the induced inhomogeneity. The mutual correlation of the 

induced collective excitations gives the expression for the pair correlation function 

assumed to be spherically symmetric about the positron from the induced density of 

Eq. (3.12). The interpolated form for the pair-correlation function on the limit x —» 0 

may be written in terms of the Wigner-Seitz radius as follows:26

3
&oK) = 1 + 123r^ + 0.8295^'2- 1.26r^ f 0.3286^ + . (3.14)
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The pair correlation function can also be described by the approximate 

Euler-Lagrange equations for the Fermi hypemetted-chain method79-81 for the 

higher positron concentration x = | and 1. The basic assumption is that at the 

zero temperature, Fermi systems are described by the approximate Jastrow 

wavefunction,82 which is modified from the usual Slater type unperturbed 

wavefunction including the correlational factor; that is,

N
iY) = n fwv. (3. is)

i<j= 1

where N is the number of particles of the system. The trial wavefunction consists of a 

product of correlation factors f which act on an unperturbed wavefunction for the 

independent particle motion. For Fermi systems, the unperturbed wavefunction is a 

Slater determinant:

I*)  = n^/) |0>' (3. 16)
X

composed of single particle orbitals X belonging to the Fermi sea. The aare 

fermion creation operators acting on the particle vacuum |0).

The Jastrow wavefunctions can be applied to a model of interpenetrating fluids, 

each of which consists of Na(CL= 1,2) multi-component particles in a common 

volume V, at zero temperature, such that all the partial densities pa = N^/V 

remain constant as Na and V go to infinity. The ground state wavefunction for such 

a multicomponent system may be approximated by a variational trial function with 

the following form:21

2 2

if) = n O")
a< P=1 a =1
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Here each |0^) is the Slater determinant of single particle states for Na non

interacting particles of species «. Pairwise correlation factors are built into the 

many-body wavefunction through

^ap = RAP (raP ’ (3- 18)
‘J

where i = 1,2, ...,Na, j = 1, 2, for a*  0 and i = 1,2......- 1,

j = 2, ...,Na for a = 0 such that each pair of particles appears only once in this 

product. For a two-component fluid such as electron and positron plasma, two Slater 

determinants and three correlation factors fn ,fn, and f22 have to be determined by 

minimizing the energy of the system by the variational principle which leads to the 

Euler-Lagrange equations. By solving the equations with the Jastrow function, the 

correlation factors /ap provide information about the pair correlation function .

The pair correlation function g12 at the positron position in the electron

positron system for several positron concentrations has been obtained. The results 

imply that the more positrons overlap the electron gas, the fewer electrons there are 

to screen each positron. The numerically parameterized forms of the pair correlation 

functions at the positron concentrations x = | and 1 are available:27 

for p+ = p. (x= 1) ,

21 (rj = l+0.51^ + 0.65^-0.51r^ + 0.167^, (3.19)

and for p+ = p /2 (x = 1),

22 (^) = 1 + 0 + 0.63r^ - 0.48^ + 0.167r^. (3.20)

The correlation functions can be interpolated from both the Arponen and 

Pajanne data and Lantto’s results.26"27 These results provide the general form of the 
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pair correlation function from data at positron concentrations 0, |, and 1:

g(p+^O,p.) = g0(p.) , (3.21)

Hp+,P.)|p = p =p ^(P), (3.22)

S (P+> P.) |P+ _ p/2 = ^(P). 0.23)

On the basis of this knowledge, Nieminen1 found that it was possible to construct the 

surface of the pair correlation functions per unit volume g (p+, p ) throughout the 

(P+> P.) plane. For p+ —> 0, g (p+, p ) , the slope of the surface parallel to p+-axis 

and close to p.-axis is equal to g0 (p+, p ) . In turn, for p+ = p = p, g (p+, p ) 

equals to (p) . The surface of g (p+, p ) is of course symmetric with respect to p+ 

and p . The derivatives of the function of contact density between electron and 

positron at the origin,

. . 8g (p , p.)
g+ ( P+, P.) = P+---- , (3. 24)

. 8g(p , p )
g. (P+, P.) = P.---- , (3. 25)

become partial derivatives of g (p+, p ) along p+, p directions

g+ (P+. P.) = P^^ (p+, P.) , (3. 26)

g- (P+, P.) = P.^ (P+, P.) • (3. 27)

Taking this fact into account and assuming the continuity of partial derivatives 

throughout the (p+, p ) plane, the surface of correlation function may be symmetric 
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for the equal densities

S.(P+> P.) I = (P+, P.) I = P^i (P) = ^(P) • (3.28)
•P+ = p. = p lp+ = p. = P op

On this analytic plane, it is possible to assume the following analytic form of the 

pair correlation function for p+ < p :

3 2
g (0;p>, P<) = a (p>) p< + b (p>) p< + c (p^ p< + gQ (p>) , (3. 29)

where p< (p>) denotes the smaller (greater) of the densities p+ and p . Then the 

unknown coefficients a(p),b(p),c(p) can be found by solving the above Eqs. 

(3.21-23) and (3.28). The solution is

d(p) = P~3[2A:(p) -6gj (p) +8g2(p) -2g0(p)] , (3.30)

&(P) = P~2[-3^(P) + llÿ, (p)-16g2(p) +5g0(p)] , (3.31)

and

c (P) = P-’ (P) - (p) + 8g2 (p) - 4g0 (p) ] . (3. 32)

The interpolated result has proper asymptotic behavior for the high density limit 

(^ —> 0) and the low density limit (r$ —» oo) which corresponds to pairs of Ps atoms.



CHAPTER IV

CRYSTAL FIELD EFFECTS

When investigating positron annihilation phenomena in crystalline material, 

the crystal field effect on the self-consistent electron and positron densities needs to 

be included. The crystal effect is generally represented with the crystal potential 

which provides information about the periodicity of the crystalline structure. The 

crystal potential keeps the electron bound in the Bloch states. However, the positron 

in the Bloch states is repulsed by those regions of the crystal potential which are 

attractive to electrons. The Hamiltonian of the atom can be extended to the solid 

system by including the crystal potential:

Hre = C"+V„,-Vcen,er (4.1)

Hp=rfr-V=n.*V crau,. (4.2)

In this chapter, the crystal field treatment is described in detail for simple ionic cubic 

crystals such as alkali-halides (LiF, NaF, LiCI, and NaCI) with octahedral symmetry 

(O^ ) as shown in Fig. 4.1.

In a perfect crystal, at T = 0 K, the nuclei are supposed to be located at the 

equilibrium positions. The alkali-halide lattice is constructed from two inter

penetrating sublattices of face-centered cubic (fee) structure with the halide ion 

located at the position Ry ; the alkali ion on Ry +1. Ry is a translational vector of

47
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FIG. 4.1. Octahedral structure of alkali halides.
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the fcc lattice with lattice constant a [7.611816282 (LiF), 8.756990231 (NaF), 

9.713191581 (LiCl), 10.65805458 (NaCl)],83

Rv = nxax + n2a2 + n3a3, (4. 3)

where nv n2, n3 are all integers, and ap a2, a3 are fee basis vectors:

ax = ^(1,1,0) , (4.4)

«2 = |(l,0,l), (4.5)

«3 = 5 (0, 1, 1) . (4. 6)

Thus,

Rv = ^(nx+n2,nx+n3,n2 + n3)

= | (wx, TMy mJ (4. 7)

where mx + m? + = 2 (rtj + n2 + n3) is even, t = | ( 1,0, 0) is a translational

vector from a halide site to a nearest neighbor alkali cation.

We are concerned with the electronic structure of a halide ion at the anion 

center in our density functional calculation, and the rest of the crystal lattice is 

simplified into point-like or full ions. The long range interaction between ions with 

repetitive charge ±e is the electrostatic interaction, attractive between ions of 

opposite charge and repulsive between ions of the same charge. The ions arrange 

themselves in such a way so that the crystal structure gives the strongest attractive 

interaction compatible with the repulsive interaction at short distances between ion 

cores. In ionic solids, the major part of the cohesion comes from the Coulomb
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interaction. The simple point-ionic approximation for this ionic crystal is given by

(4. 8)

and the point-ionic crystal potential at the halide center is called the Madelung 

potential

W) = -p (4. 9)

where one point-like halide ion at the origin is removed in order to assess the crystal 

field effect from the rest of the crystal lattice on the anion center. The Madelung 

potential can be expressed in terms of the lattice constant

VMa(°) = (4- 10)

where the Madelung constant84 is defined by

a = 2—, (4.11)
7=1 pu

where is the distance of the j-th ion from the reference ion i in units of the 

nearest-neighbor distance, and the plus sign is for alkali sites and minus sign is for 

halides sites with the halide ion as the reference ion.

The evaluation of the Madelung constant is of central importance in the theory 

of ionic crystals. One of the direct methods is that of Evjen,85 where one treats 

successive shells, going outward from the origin, each one being exactly neutral in 

total electrostatic charge. This method was utilized by Frank86 by introducing a 

cuboid which contains one ion at its center and 8 point charges ofe/8 at the comers of 

the cell. This direct sum of the Madelung constant gives the periodic potential at a 

lattice point due to the rest of the ions in an infinite crystal. Madelung84 evaluated 
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this as 1.74(2) and Emersleben87 as 1.74755(7+2). The four-term sum of cuboid 

shells from the Frank method86 gives 1.747626 and is sufficiently accurate for most 

physical applications.

However, the series of the Madelung constant is conditionally convergent, but 

even then only slowly. This slow convergence of VMa (r) may be associated with the 

singularities of the point-charge potential which behave like ±l/r about each site as 

shown in Fig. 4.2. In order to overcome the problem of slow convergence in the lattice 

sums of an ionic crystal, there is a very elegant general procedure developed by 

Ewald.88 Ewald’s method can be applied to two models of the crystal potential. In 

our current study, we employ a modified point-ionic potential and a full ionic 

potential determined from an energy-band calculation.

A. The modified point-ionic potential

Tb improve the convergence of the Madelung potential, the singularities can be 

removed by introducing a Gaussian cut-off potential to cut the long range Coulomb 

interaction and calculate the ±l/|r-^l contribution to the potential integral by a 

direct space integration.89 The Madelung potential at the anion center can be 

written as

Vr) = VcrysW-VcenterW» W. 12)

where the crystal potential has been slightly modified from the point-ionic potential 

by introducing the ionic radius. This can be written as

crys ion (f — RV) + V^ion (r-^v ~ t) J (4.13)
v = 0

with a spherical approximation for ionic potentials
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FIG. 4.2. Schematic point-ionic potential for alkali halides.
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A. (r) = (4.14)

(r) = , (4.15)

where the exponential terms are negligible beyond the ionic radius R( [1.10 (Li+), 

1.81 (Na+), 2.57 (F'), and 3.42 (CF)], and thus the relation exp^-a/?^ J = A = 10 

gives the parameter a [10.74 (Li+), 4.29 (Na+), 2.09 (F"), and 3.42 (CF)].

The periodicity for the ionic crystal potential provides the potential form of the

Fourier series:

VcrysW = IXry, (*v)  (4- 16)
v

so the Fourier coefficients of these potentials can be derived from

(4- 17)

where Q is the volume of unit cell, N is the number of cells in the crystal, and NQ is 

the entire crystal volume:

kv = mibi+m2b2 + m3b3

b <4. 18)

where lx,ly, and lz are all even or all odd for the group of fee crystals, and bx,b2, 

by are basis vectors of the reciprocal lattice for fee, that is, a bee lattice:

bx = y (1, 1,-1), (4.19)

b2 = ^(-1, 1,1), (4.20)
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and

b) — — ( 1, -1, 1) .J a (4. 21)

After changing the variables of the Fourier integrations and using kv • =

2mn and kv-1 = , there exist the following relations:

1 VI ■R
n2>

V

(4. 22)

Fourier coefficients can be obtained as

-ik, • t 
e (4. 23)

l-ZUlln J5L

where the following integrals have been used:

f sink rdr = lim f e ^sink rdr = J-,
0 "% *v

D(x) = Je ' sin2xrdf. 
o

The convergence of the matrix element:

(4. 24)

(4. 25)

(4. 26)

(4. 27)

Vcrys W t Q

1

N

for the crystal potential can be examined. As an example, for an s-type basis function, 
2

(r) = Nexptaf ), the normalization factor and the matrix element of the crystal 

potential integral are, respectively, written as
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r 3 7/ ir \3/2
(r)dr = AT = 1 (4.28)J J V a. T Oty/

and
2 2

W cos • r) ^Vr 
\ v /

(4.29)
V

The convergence of the Fourier expansion is primarily determined by the two factors, 

the Fourier coefficients Vcrys (&v) and the exponential term. The Fourier 

coefficients, V (kv) , of the crystal potential drop like 1 /k^, but the number of terms 
2 .

grows as kv and will not converge unless the exponent helps. When cl + is 

small, (az + ay < 20), the matrix element Eq. (4.29) will converge quickly since the 

exponential term becomes smaller when kv increases.

When az + Uj is large, (a z + a. > 20 ), the convergence of the Madelung potential 

is not rapid; since the exponential term is too large to neglect, the convergence 

depends on the Fourier coefficients Vcrys (kJ . So the convergence of the coefficients 

can be improved with Ewald’s method in which the long range summation can be cut 

by introducing a short-range Gaussian screened potential Vcut which gives zero 

potential at the nearest neighbor. Now the crystal potential Vcrys (r) can be written 

as two parts:

VcrysW = Vcut^*V EW , (4.30)

where the Ewald potential is defined by

VE^ = VcrysW -VCHtW , (4.31)

and the cut-off potential is introduced as
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tgc) = X [Cc-*v)+CC-«v-O],  (4. 32)
v = 0

with
-H I 2 1d, (4.33)

rA f 2 1
/_(r) = (4. 34)

The potential Vcu[ behaves like —Z/r about each nucleus. It is a short ranged 

function dropping off to zero before r approaches the nearest neighbor distance. The 

Ewald potential VE is a relatively smooth function shown schematically in Fig. 4.3. 

It can be expanded in a Fourier series which converges with much fewer terms.

From the same periodicity for the Ewald and cut-off potentials, Fourier 

coefficients and the matrix element for the s-type basis function can be obtained, 

respectively,

= VcryS^ ~VeuSkV^ (4. 36)

(4.37)
V

From the above equation, it is implied that while Vcrys (AJ and Vcut (&v) decrease 
2

as 1ÆV, VE(kv) decreases more rapidly, as shown in Fig. 4.4. By substituting 

potential Fourier coefficients Vcrys(kv) and VE (kJ into Eqs. (4.29) and (4.37), 

respectively, then the lattice sum rapidly converges. The cut (r) potential with the 

parameter y gives the —Z#/ r behavior on the near halide site and goes to zero for
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Ry+t

FIG. 4.3. Schematic Ewald potential for ionic crystals.
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the near neighbor distance:

(4. 38)

From the relation this condition sets the following criterion:

(4. 39)

where the tolerance factor is set to A = 10 .

In the next section, information about making the band structure into this 

point-like ionic potential will be introduced, leading to a better approximation for the 

crystal potential.

B. The energy band-ionic potential

The approximation of the crystal potential can be modified for the point-ionic 

crystal potential by including input from an energy-band structure calculation. The 

fit of the crystal potential from a band structure calculation takes the form

12

—exp

_A y X 12 ,
T jA , x —Z I A 2 ) —A ( A 2(r) = — exp(-aor J + y Qexp^-a,. r

i = 1

(4. 40)

(4. 41)

where z and z are atomic numbers of the alkali and the halide ions, respectively, 

and Gaussian fitting parameters Z , C", aQ, a. , and Z , C,, (Xq, are given in 

Tables III-VI for calculation of the energy bands.90 The total band crystal potential

Vcrys (r) can be written as
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TABLE III. Gaussian fit for the energy-band potential of LiF.

Ci (LiF) «i

-9.00000000 0.593632250
2.65038652 346555.700
0.709481713E-01 6297.96120
-0.349654661 1260.15930
520.230614 127.555410

-516.116613 126.909920
-6.78560619 159.184100
5.35082174 73.3755010
2.87783165 16.7435040
3.42824464 6.64249770
3.71815494 2.35684430
7.10673327 0.840146010

-0.731319177E-01 0.230894750

-3.00000000 1.28316320
-0.183981087E-02 38405.0470
-0.699622298E-02 5129.04920
-0.158189199E-01 706.593800
0.100616809 12.0139200
0.671184348E-01 51.3046000
0.337808976 15.4597090
1.20517430 1.19836730
0.424860264 7.85149220
2.28748657 2.85814160
-2.36366034 0.157813380
-1.65457470 0.517409070
1.82297807 0.352311700
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TABLE IV. Gaussian fit for the energy-band potential of NaF.

Cj (NaF) «i

-9.00000000 0.387101050
1.03490513 336767.850

-0.354141154 2497.16750
-0.259079486 489.937640
6.42794220 81.8034750

-6.17139972 75.0246890
3.30109169 42.9767420
5.52376122 11.9109270

-1.89804287 15.1261670
3.43488041 3.53691520
4.45679578 1.11975010
5.00654651 0.476072390

-0.807798830 0.582518210E-01

-11.0000000 9.92310960
0.591820560E-01 107370.560
0.87997608IE-01 40834.7850
-29.9062778 1528.71450
29.9334996 1473.17790
1.40824049 2958.47600
9.11477229 53.8230220
3.29900922 190.906290
1.10245655 176.151470
22.9664052 15.5803140
-9.00704817 3.31253430
-2.52490068 0.837923250
-0.439520463 0.277395710
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TABLE V. Gaussian fit for the energy-band potential of LiCl.

Ci (LiCl) %

-17.0000000
1.38700319

-1.11021999 
0.639391821 
5.69044146 
8.76181173

-23.4585639 
31.9592987 
13.3156337 
13.8951663 
1.63876390

-0.167295817E -02
-1.94709179

0.756517250 
1598418.60 
5361.02470 
937.194170 
177.931760 
41.3527380 
7.88611970 
8.97134910 
3.59601320 
1.16092410 
0.587777500 
0.262445690E-01 
0.926992820E-01

-3.00000000
-0.521379165E-0 1 
-0.746168130 
0.634605110 
0.914634717E-01 
0.533045372 
1.01199487

-3.11894912 
3.53486155 
1.93679141 
0.455585250
-3.48232971 
2.81710626

10.850328350 
1761.23770 
342.623710 
384.557850 
165.177470 
10.8869830
3.61923480
1.25827800
1.56462970 
0.884166550 
0.507662630 
0.221795510 
0.156329790
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TABLE VI. Gaussian fit for the energy-band potential of NaCl.

Ci (NaCl) «i

-17.0000000 0.372068210
0.346088514 552645.710

-1.18596156 6474.38450
2.05155519 361.428080

-14.7340189 94.4305110
17.7986718 106.049140
9.40054548 42.1475860

-0.879296342 16.4124030
11.5436361 10.1836770
8.39611594 3.01224870
6.26471649 1.55143470
11.5737169 0.533509050

-0.244790538 0.455824190E-01

-11.0000000 1.47355070
-0.425372850 4355.58650
-0.156129398 1509.50790
0.475480520 124.129750
2.81040842 109.226210
6.41453274 23.2664020
10.2676604 5.07722010
28.2765606 2.18969170
-18.8346932 2.63095900
-1.37528867 1.40107800
5.79074546 0.253607140

-5.80440190 0.302293340
-1.97042777 0.100396510
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%, C) = Z E (g, + mf)]
v m = 0

= X[CC-«v)+Cc-&v-')]. <4. 42)
V

From the same procedure used with the modified point-ionic case, it is possible to 

handle the singularities at the periodic lattice points, which behave like -Z/r about 

each site as illustrated in Fig. 4.5. The Gaussian cut-off potential Vcut can be written 

as

VcrySW = Vcut^ +VE^ ’ <4. 43)

where the Ewald potential is defined as

(4 44) 

and

Veut^ = V. Tcut (r ~ Ry,) + V4cut (r — R„ — t) , (4.45)
v

v”cut(r) = - —exp^-y^/J+ C^exp^-a^/j, (4. 46)
1 = 1

\ 5 , X
c«z(r) = exp^-y4/J+ C^exp^-a^/j. (4. 47)

;= 1

In the above equations, y and y4 are chosen in such a way that Vcut (r) reproduces 

/|r--Rv| near the site; it becomes negligibly small before r goes to the nearest 

neighborhood site -Z^/|r - Rv - f|, and V£ (r) becomes a relatively smooth function.

The energy-band potential can thus be used to generate the following Fourier 

coefficients from the periodicity of the crystal like the modified point-ionic potential:
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FIG. 4.5. Schematic energy-band ionic potential
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+ <4-48)

12

(4. 49)

with

(4. 50)

4 71 
Q , for kv = 0

and

’W = v=ns^-V=u<*̂  - <4- 62)

where Vcut(kv) has a form similar to Vcrys(kv) after replacing aQ and 12 

exponents of band data with the y-parameter and 5 short-range potential exponents. 

In the Eq. (4.52) of Fourier coefficients, while Vcrys (kv) and Vcut (Ag decrease as 
2

1 /kv, VE (kv) decreases more rapidly, as shown in Fig. 4.6.

By neglecting the terms in exponential summation of the cut-off potentials, the 

criterion of the parameters yH and"/ for the Vcut potential, which has the -^/r 

(or -//r) behaviors on the near halide site and goes to zero for the near neighbor 

distance, is

2y —y >—-in —• A 
a kz )

(4. 53)

from the condition of

^-exp^-y^J^)<yexp^-y4!^2) A,
(4. 54)
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where the tolerance factor generating the convergence is set to A = 10 The 

values obtained for the parameter y are shown in the Table VII.

lb simplify the calculation of the matrix elements with the analytical form of 

the matrix elements, we use the linear combination of the Gaussian type orbitals 

which can be optimized from the results of atomic calculation by an atomic structure 

code. With this orbital basis set, we can solve the self-consistent one-particle 

equations in the crystal system. The detailed computational procedure will be 

amplified in the next Chapter.
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TABLE VII. The y-parameter for cut-off potentials. The modified 
point ionic and the energy-band ionic potentials.

* (^Halide y ^Alkali)

Crystal Model Ylimit Yused

LiF
Point

Band

1.005
2.0

(1.83/ 1.08)*

NaF
Point

Band

0.692
1.5

(1.5/0.713)

LiCI
Point

Band

0.645
1.0

(1.842/ 1.2)

NaCl
Point

Band

0.490
1.0

(1.45/0.54)



CHAPTER V

COMPUTATIONAL METHODOLOGY

This chapter provides a brief description of some of the important elements 

incorporated in the execution of programs. We want to carry out self-consistent 

electronic structure calculations for the positron bound states in systems such as 

isolated negative and neutral atoms, alkali halide pure crystals, and F-centers in 

those crystals. Basically we use two numerical algorithms. For the atomic system, 

we use a numerical atomic structure code which is a modified Herman-Skillman 

code.31, 91 For the crystal system, we use a simplified embedded cluster method 

using linear combinations of Gaussian type orbitals (LC-GTO) because of the 

analytical management of the complicated multi-center integrals. After optimizing 

the basis set by using the potential of the atomic numerical calculation by the 

SIMPLEX algorithm 92 and including the crystal field effect on the Hamiltonian 

matrix element, the convergence of crystal calculation can be achieved by using the 

self-consistent field (SCF) iteration. It is helpful to start with a brief description of 

the atomic numerical codes for the SCF iteration and then take up the simplified 

embedded cluster.

A. SCF iteration in atomic structures

Before the iteration is started, the nucleus external potential can be used for a 

crude potential in order to build up initial orbital densities from the Kohn-Sham 

equation. The orbital density can be used for the evaluation of the orbital Coulomb

71
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potential from the Poison equation. After summing up the occupied orbital densities, 

the total density can be obtained from the same equation. The exchange-correlation 

energy and potential can be obtained from the orbital and total densities by calling 

appropriate subroutines. The orbital by orbital subtraction for the residual self

interaction can modify the effective potential within the SIC-LSDA scheme. On each 

iteration, the old effective potential is averaged with the new created effective 

potential from the new trial density. If the maximum difference between the old and 

new potentials is smaller than a chosen tolerance (A = 5 x 10 ), the self-consistent 

field iteration can be stopped.

The positron orbital can also be generated from the iteration after the 

Schrodinger equation is called. The electron-positron Coulomb potential generated 

from the Poison equation for the electron and positron densities may perturb both 

electron and positron orbitals. The electron and positron correlation potentials 

are separately generated in appropriate subroutines. These effective one-body 

calculations give the self-consistent eigenvalues and total energy for the atomic 

system with bound positron. The eigenfunctions provide the self-consistent electron 

and positron densities which are useful for the information of the characterization 

of the positron annihilation. For the crystal system, another code is required to 

generate the crystal potential for use in the following embedded cluster method.92"99 

B. One-site approximation of the embedded-cluster method

The code of the Gaussian-type orbital of the SIC-LSDA for periodic crystal 

system can be modified to investigate the positron annihilation process in alkali 

halides (LiF, LiCI, NaF, and NaCI) within a simplified cluster embedding scheme 

shown in Fig. 5.1. The system can be approximated as a halide-centered cluster with 

basis functions only on the center. The rest of the crystal is simplified with modified
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FIG. 5.1. The point-embedded cluster: The halide-ion or the 
electron on the F-center of alkali halides.
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point-ions, or frozen-orbital ions derived from an LCAO energy-band calculation of 

the pure crystal located on the lattice positions.

The energy functional may be written as the sum of the atomic part including 

the atomic potential of the halide at the center, and the Madelung potential energy of 

periodic crystal lattice. From the variational principle, the self-consistent formalism 

of DFT leads to the one-particle Kohn-Sham equations:

W') = = 1.. (5. 1)

W') = e%(r) (5. 2)

and Hamiltonian can be written as

(5. 3)

(5.4)

Here the Madelung potential is defined at the halide center by V., = V - VJ Ma crys center 

and the total Hamiltonian includes the ionic crystal field on the atomic Hamiltonian.

The matrix elements can be integrated by using GTO basis functions and the 

matrix form of the Hamiltonian can be diagonalized to solve the Kohn-Sham 

equations. The eigenvalue is what is of interest in this eigensystem; also important 

are the corresponding eigenvectors which are essential for determining the self- 

consistent electron and positron densities as inputs for the calculation of the positron 

annihilation rates and lifetimes in bulk state and defect state of F-center in alkali 

halides.

As a convenience, a simplified version of the LCAO embedded-cluster method95' 

97 can be adopted for the analysis of the electron/positron structure of pure crystals.
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This code is also useful for the analysis of the defect system of F-center related 

positron bound states. The essence of this method is that the eigensystem has the 

Hamiltonian of an infinite pure crystal and a basis set of a finite number of shells 

of ions around the halide-position. This implies that while our expansion of 

wavefunction in GTO’s is limited to a finite number of shells, the Hamiltonian, 

corresponds to the infinite system. Our simplified system is a halide-centered cluster 

with basis functions only on the first shell (central site) and is used to model positron 

bound states on the negative ion of the bulk site and the F-center of colored crystals. 

The rest of the crystal potential in the Hamiltonian can be modeled and determined 

in the context of the modified point-ions located at the lattice positions or the 

frozen-orbital ions derived from an LCAO energy-band calculation of the pure 

crystal.98,99

In the context of the concept of the point-defect center in a crystal, the halide 

ion with a bound positron can be considered as a kind of defect center in the pure 

crystal as the local limit of the positron state in the perfect crystals. From this 

viewpoint, Eqs. (5.1) and (5.2) can be solved with the LC-GTO embedded-cluster 

method by the construction of the point-defect at the positron bounded halide ion site. 

In other words, the Hamiltonian for the positron bounded system may be analyzed 

from the viewpoint of the pure crystalline system with an embedded potential at the 

halide center. The pure crystal Hamiltonian Hpc includes the crystal kinetic energy 

and the crystal potential for the electron and the positron, respectively,

» 12
"pc~~ 2V +Vcrys> (5- 5)

n 12
"pc = ~ 2V ~Vcrys> (5.6) 
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and the extra potential Vemb is the effective potentials of the electron and the 

positron at the halide center, respectively, written by

<6.7)

+®-8)

The density functional self-consistent iterative loop can be initiated from the 

zeroth-order approximation of the defect-crystal Hamiltonian matrix such as

(5.9)

= <^> + <^. (5.10)

In the computational procedure, the perfect crystal Hamiltonian matrix element 

, as well as ( V^b), is required to initiate the iterations. The calculation for 

the infinite pure-crystal potential can be carried out by using the BANDAID 

package.90 The Fourier coefficients for the Coulomb and Ewald potential for the 

periodic infinite crystal have been installed into the perfect Hamiltonian matrix 

element.

The single-GTO basis functions have been used with the finite number of 

exponents;
/ 2 \

# (r) = NyXexp^-a^ J . (5.11)

Here NQ is a normalization constant, af is the Gaussian exponent (Tables VIII and 

IX), and X specifies the type (s, p, or d) of Gaussian function, X is 1 for s-type Gaus

sians, x, y, or z for p-type Gaussians. In the main density functional routine of the 

self-consistent iterative loop, the same SCF method has been used. The size and
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TABLE VIII. Gaussian basis exponents for the fluorine ion. These 
sets are optimized from the numerical atomic structure results and 
the re-optimized number of basis sets have been used for crystal 
calculation for LiF and NaF.

i Electron (s, p) Positron (s, p)

1 0.1509536E+05 0.1766448E+02

2 0.2168112E+04 0.7637861E+01
3 0.3568040E+03 0.2433052E+01

4 0.1006477E+03 0.1470892E+01

5 0.3042323E+02 0.7389733E+00
6 0.9723098E+01 0.1850153E+00

7 0.6612085E+00 0.8130870E-01
8 0.6056460E+00 0.3953731E-01
9 0.2556460E+00 0.7297975E-02
10 0.1008263E+00

11 0.7054373E-01

12 0.1187524E-01

13 0.5000000E-02
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TABLE IX. Gaussian basis exponents for the chlorine ion. These 
have been selectively used for the pure crystals (LiCl, NaCI) and for 
the associated F-center calculations.

i Electron (s, p) Positron (s, p)

1 0.7184573E+06 0.1712508E+03

2 0.2333152E+05 0.5114676E+02

3 0.3268139E+04 0.3927008E+02

4 0.5998057E+03 . 0.1369680E+02

5 0.1712508E+03 0.4545725E+01

6 0.5114676E+02 0.8099507E+00

7 0.1068252E+02 0.4814303E+00

8 0.2519048E+01 0.3964695E+00

9 0.5952765E+00 0.9662527E-01

10 0.1397643E+00 0.3748278E-01

11 0.9662527E-01 0.2369135E-01

12 0.2369135E-01 0.7220000E-02

13 0.7220000E-02 0.1158693E-02
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composition of the basis set can be optimized by energy minimization as shown in 

Fig. 5.2 for the self-consistent density functional calculation.
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CHAPTER VI

APPLICATIONS

We have performed density functional calculations in the SIC-LSDA scheme of 

DFT for positron bound states in atomic systems, pure alkali halide crystals, and the 

F-centers of alkali halides. The positron is fixed with the polarized spin state 

for each positron orbital, and only the two-photon annihilation process has been 

considered. The self-consistently calculated electron and positron densities have 

been used in the evaluation of positron lifetimes at three levels of theory: (i) no 

correlation included (X-O), (ii) electron-electron correlation included (EC-O), and 

(iii) electron-electron and electron-positron correlation included (EPC). The X-0 

calculation for atom-positron systems are compared to ab-initio calculations by the 

restricted Hartree-Fock method.9

For the crystalline systems, the lifetimes have been calculated after including 

the crystal field effect by using the Gaussian basis sets optimized for energy-band 

calculations. The pure crystalline system and F-center systems are modeled as an 

anion and a vacancy-bound electron embedded in a pure crystal, respectively, with 

basis functions only on the halide side in a simplified cluster-embedding scheme. The 

rest of the crystal is modeled: (i) as point-ions located on the lattice positions and (ii) 

frozen-orbital ions derived from an LCAO energy band calculation of the pure crystal. 

The calculated theoretical lifetimes are compared with experimental data.76 The 

positron annihilation from bound states associated with F-center defects in alkali

81
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halides has been analyzed with the above first-principles crystal field and compared 

with other model calculations36 and available experimental results.100 We begin 

with our results for atomic systems.

A. Positron bound states in atomic systems

1. Negative ions

The positron can readily interact with the negatively charged atomic system 

because the net negative charge of the atom can attract the positron to create bound 

states. It is known that in H-F calculations, the result of the positron annihilation 

lifetime for the fully relaxed orbitals of both the electron and positron is 10% smaller 

than that for the frozen core orbitals. This implies that the core region of electron 

orbits can only contribute a small portion to the positron lifetime. Therefore, in both 

H-F and X-0 calculations, the positron could not be well localized by the electron. 

Inclusion of electron-electron correlation also gives a negligible contribution to 

decreasing the positron lifetime from the EC-0 calculation in Table X. This also 

implies that the positron density is not significantly distorted by this electron

electron correlation of the electron density.

However, as remarked early by Farazdel and Cade,9 the inclusion of the 

electron-positron correlation is the important ingredient for the positron annihilation 

in atomic systems. This is demonstrated from the EP-0 and EPC calculations, which 

include the electron-positron correlation potential. Both electron and positron 

probability densities are treated as statistically independent in the EP-O calculation 

in order to investigate the role of the correlation potential. The positron correlation 

potential in the vicinity of the nuclear site strongly attracts positron density inward, 

as shown in Fig. 6.1. Furthermore, the inclusion of the pair-distribution function as 

the annihilation enhancement factor (g) [see Eq. (3.12)] in the EPC calculation
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TABLE X. Positron annihilation lifetimes T (nsec) for negative atoms [A':e^].

A' nl(e+) X-O EC-O EPO EPC Exp.ave.a

Is 1.767 1.722 0.614 0.225 0.161

F’
2s 7.102 6.944 3.417 1.225 0.894

2p 9.825 9.627 2.396 0.649 0.354

Is 4.324 4.180 1.192 0.326 0.245

cr
2s 15.207 14.768 5.708 1.514 1.105

2p 13.253 12.864 2.552 0.565 0.531

a The experimental values are averaged from alkali halides (Ref. 76).
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strongly reduces positron lifetimes. The increased electronic charge density at the 

position of the positron increases the probability of the pair annihilation, and thus 

also the annihilation rate. This correspondingly decreases the positron lifetimes. 

This means that the neutral core density of electrons is not completely screened any 

more but can be seen to the interacting positron by means of the quantum correlation 

between electron and positron.

If it is supposed that the experimental average can be resolved into lifetime 

components corresponding to the ground, first, and second excited states,76 the 

order of annihilation rates for the positron (inverse of positron lifetimes) would be 

dramatically changed into the proper positron orbitals (ls, 2p, and 2s), as shown 

in Table X. The eigenvalues of positron bound states are consistently corresponding 

to the positron lifetimes of both calculation and experiment with the order, 

[(Is), (2p, 2s), and (3d, 3p, 3s)], as shown in Table XI. This reflects that the 

annihilation of the positron is a process sensitive to the inclusion of the pair

correlation effect. This may be related to the fact that the higher angular quantum 

states have fewer nodal points in the density and the nodal point reduces the positron 

density overlap with the density of outside electrons in atoms.

The fully calculated EPC case, in which we include the enhancement factor 

between electron and positron densities with the electron-positron correlation 

potential, agrees relatively well with the experimental averaged values for alkali 

halides.76 Larger negative ions usually are associated with longer lifetimes of the ls 

state of positrons because the total potential well of positrons becomes shallower and 

wider in larger atoms due to the competition between both electron-positron Coulomb 

potential and electron-positron correlation potential and the repulsive nucleus 

potential as shown in Fig. 6.2. It is interesting to compare our result for negative
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TABLE XI. Position eigenvalues (- eV) in the negative fluorine and chlorine 
atoms. The restricted Hartree-Fock (RHF) shows the same results with the 
X-O calculations.

Atom nl(e+> X-Oa RHFb-c EC-0 EPC

Is 4.959 5.048 4.976 6.948

2s 1.913 1.936 1.914 2.508

F' 2p 2.965 2.992 2.965 3.874

3s 1.011 - 1.010 1.252

3p 1.365 - 1.363 1.809

3d 1.501 - 1.496 1.684

Is 3.845 3.922 3.867 5.943

2s 1.621 1.644 1.626 2.236

er
2p 2.651 2.687 2.658 3.887

3s - 0.895 1.177

3p 1.258 - 1.259 1.739

3d 1.478 - 1.476 1.842

a J. G. Harrison (Ref. 31).
b P. E. Cade and A Farazdel (Ref. 9).
c A. J. Patrick and P. E. Cade (Ref. 10).
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hydrogen to other results. This density functional calculation of the annihilation rate 

for the H gives the value 2,403 GHz, as shown in Table XII. This is comparable to 

2.220 GHz11 and 2.459 GHz 13 provided from the laborious method of the extensive 

Hylleraas-type wavefunctions. These free-anion results for positron annihilation can 

not be properly compared to experimental data of alkali halides. For a better model 

of positron annihilation in alkali halides, it is desirable to consider the anion in the 

crystalline system. This crystal field effect will be examined in the next section. We 

will next consider the neutral alkali atomic system.

2. Positron annihilation from neutral atoms

In the negative atomic system, it has been noticed that the portion of the 

neutral core of electrons does not contribute to the positron annihilation in the H-F 

calculation of Farazdel and Cade.9 This suggested that the existence of positron 

bound states in neutral atoms is not clear. However, it is known that the electron 

cloud surrounding the nucleus supports an induced-dipole attraction to the positron 

by means of the density correlation.12 The positron correlation potential for the 

neutral atom mimics this additional correlation effect and may succeed in pulling the 

positron inward and localizing the positron wavefunction to create bound states.

In Table XII, density functional calculations show that even though there is a 

strong nuclear repulsion to the positron from the core of the neutral atoms, the 

electron-positron correlation would make bound states of the positron in neutral 

alkali atoms such as Li and Na for 1.805 nsec and 1.531 nsec, respectively. The 

contribution of electron-electron correlation to these bound states are comparably 

small, and the enhanced effect of the electron-positron correlation is more crucial. 

This implies that the electron-positron correlation reflects the larger polarizabilities 

for alkali atoms.
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TABLE XII. Positron annihilation rates (GHz) for the negative hydrogen and 
the neutral lithium and the sodium atoms. The importance of the electron
positron correlation is shown from the comparison of EP-0 and EPC in the 
SIC-LSDA, the Hartree-Fock (H-F), and extensive Hylleraas-type wave
function method (HTW).

Atom nl(e+) EP-0 EPC H-F HTW

H' Is 0.576 2.403 0.300a 2.220b

0.437": 2.459d

Li Is 0.352 0.554 0.030c 0.880c

Na Is 0.066 0.653 - -

a A. Farazdel and P. E. Cade (Ref. 9).
b P. Navin et al. (Ref. 11).
c D. C. Clary (Ref. 12).
d Y. K Ho (Ref. 13).
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The EP-0 calculation of the annihilation rates without the pair distribution 

function shows that the larger atom has much less overlap in the density. The 

positron potential well may be established by competition between the repulsive 

nucleus potential, the attractive electron-positron Coulomb potential, the electron

positron correlation potential. However, the EPC calculation, in which both the 

electron-positron correlation potential and the pair distribution function are 

included, shows that the larger atom has a shorter lifetime than that of the smaller 

atom due to the dramatic increase of the annihilation rate by including the 

correlation enhancement factor. This reflects the critical importance of the role of the 

positron correlation effect on the neutral atom.

This result is consistent with the viewpoint of Clary12 that the positron bound 

state is stable with respect to the single positron dissociation from the neutral atom 

but not stable with respect to the dissociation of positronium (Ps). It is noted that 

electron binding to a neutral atom requires a large polarizability of the atom, which 

for atoms often means a small ionization potential. Therefore, this leads to Clary’s 

idea because the low-energy cost of removing e" from the neutral alkali atom is 

probably offset by the energy gain in forming Ps,

EA:e+ > Ea+ + Eps. (6. 1)

Since the ionization energy of alkali atom is usually Eioniz<5 eV and the 

positronium formation energy is EPs = -6.8 eV, we see the cause of the instability. 

However, this raises an intriguing question as to the possibility of molecular systems 

which can bind e+ stably against Ps dissociation.
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B. Positron bound states in alkali halides

We present results of density functional calculations of bulk positron lifetimes 

in the alkali-halide crystals LiF, NaF, LiCI, and NaCl. The abbreviations X-O, EP-O, 

and EPC have the same meaning as in the atomic cases with the inclusion of the 

crystal potential. The potential is modeled in two ways: (i) point-ions located at 

the lattice positions and (ii) frozen orbital ions derived from an LCAO energy-band 

calculation of the pure crystal.

The crystal system is modeled as the one-site embedded cluster for the infinite 

crystal discussed in Chapter V. The equilibrium structures of crystal lattices and 

lattice constants are used for the alkali-halides.83 For this one-site approximation, 

the defined Hamiltonian represents the infinite crystal lattice and the basis functions 

for the system are centered on the central anion site. The GTO basis set consists of 

the s and p single GTO’s. This Gaussian set has been used in the calculations of the 

pure Hamiltonian matrix elements and the Madelung potential matrix element of 

both electron and positron. And also this set has been used for the self-consistent 

density functional calculation of the anion system; however, the electron and positron 

have been represented with a different basis set for each crystal.

The energy, which is dependent on the choice of the Gaussian basis set, is 

minimized, and then the positron lifetimes are determined with the self-consistent 

densities of both electron and positron. The Madelung potential lowers the electron 

eigenstates with a relative contribution to the redistribution of electron states of the 

anion. For the positron, however, it is possible that the shape of the potential on 

the neighbor lattices has a strong influence because the positron is localized in the 

interstitial region due to the strong Coulomb repulsion between the nucleus and the 

positron.
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The long-ranged Gaussian basis set of the electron spans on the same 

interstitial region with the positron. Therefore, there is a strong correlation 

between the two densities so that the annihilation rate is sensitive to the long range 

Gaussian basis. This also implies that the contribution of the valence electron to the 

annihilation rate should be more carefully considered in this interstitial region. 

However, our one-site approximation of the embedded cluster method cannot take 

into account this contribution of non-spherical density distribution of the positron, in 

which the valence electron and the next site of the electron density distribution may 

contribute to the annihilation rates. Thus our embedded cluster results beyond the 

ls-ground state for the positron must be treated with caution.

1. Modified point-ionic potential model

The point-ionic potential has been modified to yield a repulsive potential at each 

lattice point because the thermalized positron in the crystal is strongly repelled by 

the nucleus on lattice points. The model potential becomes negative inside of the 

ionic radius and becomes the usual form of the point-ionic potential outside the 

radius.

It is valuable to note that in the negative atomic system, the positron lifetimes 

in the X-0 Gaussian calculation without the crystal field is close to the result of the 

X-0 numerical calculation by the modified Herman-Skillman atomic structure code. 

We have optimized the Gaussian basis set from the potential generated by the 

numerical atomic code. The Gaussian basis set has some limitation in its ability to 

reproduce exactly the numerical result of the atomic system, as shown in Tables X 

and XIII.

However, since we need to deal with the multi-center contributions of the 

crystal system, we need to implement the Gaussian code; we, therefore, chose the
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TABLE XIII. Gaussian calculations of positron lifetimes (nsec) in negative 
atoms with atomic structure information for X-0 cases.

Atom nl(e+) X-0 EP-0 EPC H-Fa Exp.ave.b

Is 1.941 0.901 0.501 1.662 0.161

F'
2p 9.688 3.251 1.274 9.435

0.354

2s 7.565 5.079 2.365 - 0.894

Is 4.247 1.260 0.581 4.018 0.245

cr
2p 12.63 2.819 1.066 12.46

0.531

2s 13.92 7.592 3.581 - 1.105

a A. Farazdel and P. E. Cade (Ref. 9).
b C. Bussolati et al. (Ref. 76).
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optimized basis set for the X-0 calculation by using the potential of the numerical 

atomic structure calculation. Within this limitation, the atomic results with this 

Gaussian basis set give a reference for assessing the crystal effect. The overall 

trends of the Gaussian atomic results qualitatively agree with those of the numerical 

atomic calculations.

Now we will analyze the crystal system. The X-0 calculation including the 

Madelung potential shows a large change of the positron lifetime from the Gaussian 

atomic results and it shows positron orbitals with the order (ls, 2p, and 2s) in Table 

XIV. The electron-positron correlation potential in the EP-O calculation reduces the 

lifetimes of the X-0 results by shifting the density as shown in Fig. 6.3. The strong 

attraction of the positron density inward by the positron correlation potential in the 

vicinity of the nucleus is also true in the crystal calculation with a different degree of 

the strength of the potential compared to the free ionic results.

Another way to view the EP-0 comparison between the atomic system an 

the crystal system is that the crystal effect becomes smaller than that in the X-0 

calculation when we introduce the electron-positron correlation effect. This implies 

that the crystal Madelung potential is competing with the positron correlation 

potential. This is shown in Fig. 6.4. The detail information of the depth and width 

of the potential for a specific crystal gives the detailed difference of the positron 

annihilation lifetimes. The EPC calculation shows reduced lifetimes from the 

Gaussian atomic results to a different degree for each of the states of positron 

orbitals shown in Fig. 6.5. This corresponds to the fact that each positron orbital sees 

a different correlation potential.

For the is positron orbital in LiF, the contribution of the crystal effect on the 

lifetime is slightly larger than that of the pair-correlation effect, and it is the same
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TABLE XIV. Positron annihilation lifetimes (nsec) from bound states of positron 
in alkali halides with the modified point-ionic and the energy-band potentials. 
Shaded areas represent results outside the limitation of one-site approximation of 
the embedded cluster method.

a C. Bussolati et al. (Ref. 76)
b Samples for powders/ single crystals

Crystal nl(e+)
Point-ion Band-ion

Exp.a
X-0 EP-0 EPC X-0 EP-0 EPC

Is 0.792 0.458 0.326 0.199 0.172 0.135 0.132

LiF
2p 2.225 1.218 0.764 0.331 0.277 0.204

0.297

2s 0.293 0.300 0.230 0.077 0.079 0.073
1.10/1.87b

is 1.211 0.526 0.358 0.344 0.292 0.198 0.193

NaF
2p 2.131 1.207 0.693 0.556 0.462 0.282

0.390

2s 3.536 3.456 2.064 0.954 0.644 0.458
1.44/3.60b

Is 1.464 1.011 0.452 0.585 0.491 0.262 0.236

LiCI
2p 2.435 1.686 0.633 0.789 0.645 0.317

0.435

2s 6.979 6.812 3.096 0.636 0.491 0.316
1.75

ls 1.499 1.002 0.449 0.873 0.707 0.335 0.313

NaCl
2p 2.649 1.852 0.668 1.303 1.029 0.427

0.684

2s 5.846 7.980 3.528 7.788 1.713 0.912 1 2.89



96

co co

\ 
l\ 
\\ 
\\\\ \v

g g 

LL IT

O 
CD
CD

_ O 
q6 CM

g 
© o>

co 
CD 

g

d

1 I I

g % 1 
i 3
I ■I 
i



97

coco
co

"D
5

CD 
LL

CD
LL 
CO

a
C 
2 
o œ

CD

8

>“

o 
o° 
CM

! i/ h 
L !.

' ' - I

tn o lo
1— T— O

_1 I T—    
in o in
O T— T—

I 
i i 
I 
iI 
i g
I



98

CM

«

<0

/I | 
'I I / I ' I

1- 1 // / / //
I CM 

I/ / 1/

J A o° 6CO CM6 6

«
LL Z

\ w x

/ 
/ 

/

FI
G

. 6
.5

. Th
e 

cr
ys

ta
l f

ie
ld

 e
ffe

ct
 o

n 
th

e 
bu

lk
 st

at
es

 o
f p

os
itr

on
 o

rb
ita

ls.



99

order in NaF. However, for both LiCI and NaCI, the pair-correlation effect becomes 

larger. These reflect that the shape of crystal potential also influences the correlation 

effect. As the Madelung potential becomes shallower and wider, the correlation effect 

becomes more competing with the crystal effect by the correlation potential as shown 

in Fig. 6.6. For the 2p state of positron, the contribution of the crystal effect to the 

LiF and NaF crystals is comparable to the correlation effect, but the correlation 

effect becomes dominant for the LiCI and NaCI crystals. For the 2s state, there is no 

contribution from the crystal effect effectively except for LiF.

It should be mentioned that the point ionic crystal model has the limitation 

on the explanation of the 2s orbital of positron in LiF crystal within one-site 

approximation. The long ranged 2s orbit cannot be represented accurately due to the 

modeling of the point-ionic repulsive potential for the next lattice site and to the 

limitation of the basis set to just those on the center site. Because the lattice 

constant of LiF is the shortest among the crystals considered, the model cannot 

provide enough space for the positron in the 2s state. Therefore, the 2s state of the 

positron in LiF may meet the strong repulsion and be repelled back to the original 

position of the anion site rather than expanding to more distant regions. The density 

of the positron in the 2s state has been severely distorted and gives the unphysical 

result shown in the shaded area in Table XIV, which should be regarded as an artifact 

of the point ionic model.

As the lattice constant becomes large in alkali-fluorides, the lifetime becomes 

large in the ground state of positron (ls). This is also true for the alkali-chlorides. 

This is shown in Table XIV. The point-ionic calculations have been shown with the 

same order of the positron lifetimes with the experimental data. However, there is 

still a large discrepancy between them.
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2. Energy-Band Ionic Potential Model

The crystal potential is constructed by the superposition of the individual ions 

centered at the appropriate sites of the lattice. In the band crystal potential, each 

ionic site has been represented by the full ionic potential from band information of 

the LCAO-band structure calculation.

The energy bands of alkali-halides are either completely filled or completely 

empty and separated by a large energy gap (>5 eV). Alkali halides have the ionic 

characteristic of strong localization of electron density; for example, the Na+ ions lose 

their 3s electron, which is transferred to make the Cl " ion, thereby completing the 

chlorine 3p shell. The Is, 2s, and to a large extent also 2p levels for the Na+ ions are 

so localized at the ion that at the equilibrium interatomic spacing, no overlap arises, 

and these levels, therefore, remain atomic-like and sharp. On the other hand, there 

is sufficient overlap of 3s states of Na+ ions that these build a band of levels, but this 

is empty. Because the Cl ‘ ions have a large ionic radius, there is a much greater 

tendency for their orbitals to overlap. Although the more tightly bound electrons 

remain in sharp atomic-like states, the 3s and 3p levels of Cl ’ ions are spread into 

relatively narrow bands. In the occupied states, there is a quite small Na+- Cl " 

orbital interaction. This indicates that the bands of 3s and 3p occupied levels are 

essentially confined wholly to the Cl" ions.

This band information has been implemented on the positron annihilation 

calculation by using band-ionic crystal potential in the embedded cluster method. 

The one-site approximation of this method facilitates this calculation just as in the 

point-ionic potential model. The positron annihilation at the anion center with 

the band crystal potential has been shown in Table XIV. By comparison with 

the experimental results, the positron lifetime calculation shows relatively good
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agreement in the is state, but there are discrepancies in the 2s and 2p states of 

positron, which are similar to the distortion phenomenon in the 2s state of LiF in the 

point-ionic potential model shown in Fig. 6.7. This may imply that the more 

extensive band potential at the lattice sites cannot reserve enough space in the 

interstitial region even for the 2p and 2s states of positron of all the crystals 

considered.

Let us analyze the results for is states of calculated positron lifetimes. In the 

X-0 calculations of the positron annihilation in LiF and NaF crystals, the lifetimes 

are shorter than those of the EPC calculations in point-ionic potential. In LiCl and 

NaCl crystals which have the larger crystal lattice constants than those of LiF and 

NaF crystals, the details of the crystal effect are less pronounced and the X-O results 

are comparable with the EPC results of the point-ionic potential. When the positron 

correlation potential in EP-O is taken into account in the band model, the results 

are only slightly changed. The inclusion of the pair-correlation function in EPC 

calculation also does not change the positron lifetimes much. They agree with the 

experimental values well with the fully energy-minimized basis set. This implies 

that the strong crystal effect from the band structure information is the main 

contribution to the electron and positron states, with the positron correlation 

potential and the pair-correlation function modifying the final states and slightly 

changing the positron lifetimes.

Our calculated 2p states have smaller lifetimes than those referred to as 

secondary components" in the experimental data. However, the 2s states are orders 

of magnitude different in calculated lifetimes because annihilation rates are strongly 

increased due to the shift of the positron density by the strong repulsion of the 

band crystal potential surrounding the anion center at the cation sites. The degree
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of density distortion in the higher positron states may be unrealistic due to the 

limitation of the one-site approximation. If both the valence electron and the core 

electron at the cation sites can be included, positrons may be attracted in both ways 

from anion sites and cation sites. They tend to be located in the interstitial 

region especially for the high positron states. This implies that the whole range 

of the lifetime components should be more properly analyzed by going beyond the 

single-site embedded cluster method.

In spite of the limitation of the one-site approximation, the band potential 

provides an appropriate model for the is bound state of the positron which is 

well-localized around the anion site. There is an interesting spectral analysis by 

Bertolaccini et al. of the experimental data101, 102 for the annihilation rate of the 

shortest lived positron state. In their view, the crystal volume can be classified into 

two regions: one occupied by positive ions and the other occupied by negative ions. 

The density of negative ions whose region can be assessed by the positron is linearly 

dependent on the positron annihilation rate of this is state in highly ionic crystals. 

However, the similar study of a possible relationship between crystal properties and 

the second component of the annihilation rate is less conclusive with the implication 

that the long-lived positron states may depend on the crystal properties of both the 

positive and negative ions. This analysis consistently agrees with the one-site 

approximation.

Finally, we finish this section with the relationship between the positron 

annihilation rates and the crystal properties in terms of the lattice constants. As 

shown in Fig. 6.8, the annihilation rates of the ground state of positron can be 

expressed with the following relation of the power law

rtheory = 1306^^ [THz] (6. 2)
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Fexpz = 1.084a 2433 [THz], (6.3)

where a is the lattice constant. The larger the lattice constant results in less 

overlapping of electron-positron densities because the positron may reside in the 

larger interstitial region.

C. Positron annihilation in F-center related bound state

The electronic structure for the F-center in alkali-halides which consists of an 

electron which is bound to a halide ion vacancy by the electrostatic forces of 

the remainder of the crystal will be briefly reviewed. This center has a number of 

electronic states, and optical absorption produces a transition of the electron from the 

ground state to its first excited state. There is a characteristic absorption band for 

the F-center in each alkali-halide. Often, this falls in the visible part of the spectrum 

so that the crystals appear colored. As an example, the NaCl becomes yellow by 

the absorption of the opposite color. Once in the excited state, the F-center may 

return to the ground state by the emission of light or by radiationless transitions. 

These optical properties of F-centers are sensitive to temperature.103 Although the 

temperature effect may have some effect on the annihilation characteristics of the 

ther-malized positron, we only consider the system of an ideal F-center plus a 

positron, an Fc:e+ center at absolute zero temperature.

1. Empirical model calculations

The conventional calculations35’36 are based on the empirical model formalism. 

For the electron and positron in this model of the Fc:e+ center, the Schrodinger 

equation can be written as

(r+, r ) = ET (r+, r ) (6. 4)

with the Hamiltonian
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H = +V(r )-V(r) (6. 5)
z 2 r+-q

For electron bound states in the F-center, the potential V(r) is the effective 

potential of an anion vacancy of the host alkali halide crystal. The ground state has 

been modeled as an isotropic potential for both the electron and the positron in two 

empirical models35’ 104’ ^°5: the hydrogenic model and the cavity model. The effective 

potential in the hydrogenic model is written in the form V(r) = Z*/r,  where the 

parameter Z*  is empirically determined to reproduce the experimental F band of the 

ls-2p transition of the F-center.104 Another empirical potential from the cavity 

model is of the form, V(r) = VQ for the radius of the cavity r<R, and l/(^r) 

otherwise, as shown in Fig. 6.9 schematically, where the radius R, potential 

depth Vq , and the static dielectric constant kQ of the crystal are also determined 

as empirical parameters.10^ In spite of the well-known electronic structure of the 

F-center, the annihilation characteristics vary greatly with the model potentials. 

This may come from the electron density distortion at the position of the positron. 

This was noted before in connection with the importance of the proper electron

positron correlation in the Fc:e+ center.36

It is instructive to note that the positron bound state in an F-center may be 

viewed as a free-positronium state perturbed by the crystal potential. In order 

to gain further insight into this point of view, we apply the first-order perturbation 

theory to calculate the positron lifetime by simplifying the Madelung potential as a 

square well potential. The results are discussed in Appendix B.

2. Density functional calculations

Our density functional formalism as a first-principles calculation of the 

positron annihilation lifetime for the Fc:e+ center will be addressed now. From the
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two-component formalism1 of the self-interaction corrected-local spin density 

approximation of density functional theory, we have a parameter-free potential form 

for the interaction between an electron and a positron in an Fc:e+ center. The single

particle Kohn-Sham equations for the defect crystal are expressed as

(6.6)

Wr> = W')’ <6- 7)

with

where e and p are electron-positron correlation potentials for the electron 

and the positron, respectively. These potentials can be derived from Nieminen’s 

parametrization2 of the electron-positron correlation functional for the data of 

Arponen and Pajanne,26 and Lantto.27 VMo is the Madelung potential as the crystal 

field for the rest of the F-center. As shown in Fig. 6.10 the system is defined 

as a single-site cluster at the F-center within the embedded cluster method. This 

means that our system is an electron at the anion vacancy within the one-site 

approximation. The first-principles calculation of the crystal field has already been 

discussed in Chapters IV and V.

a. Point-ionic potential model of F-center. We begin the discussion with our 

results obtained for the point-ionic potential in F-centers. The same point 

ionic potential as in the pure crystal calculation has been used. This crystal potential 

provides enough space for both the electron and the positron in F-center of alkali
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halides because these densities are localized in the anion vacancy. This should mean 

that the one-site approximation of the embedded cluster method is sufficient to 

describe the positron bound state in F-center for this model. The positron bound 

state in an F-center can be considered equivalently as free positronium perturbed 

by the crystal potential at the anion vacancy. In Table XV, there is a comparison for 

several calculations such as the free positronium, the first-order perturbation model, 

the correlated hydrogenic model and Krumhansl-Schwarz cavity model, and our first- 

principles calculations with the available experimental data.

The XO calculation for NaCl:Fc shows that the electron-positron density overlap 

is veiy small, or so that the positron bound in an F-center lives 100 times longer than 

in free positronium and 10 times longer than the experimental value for the F-center 

in NaCl. Even after including the positron correlation potential, the positron lifetime 

is not much different from the X-0 case, indicating that the positron correlation 

potential is not a significant factor for the F-center system at least in our point-ionic 

model, as shown in Fig. 6.11. However, the pair-correlation function significantly 

enhances the annihilation probability by up to 10 times the EP-O case. This implies 

that the most crucial ingredient is the pair-correlation function between the electron 

and the positron in the F-center related positron annihilation. This result for 

NaCl:Fc is in relatively good agreement with the experimental data.

In our simple perturbation calculation, the crystal effect reduces the 

annihilation rate from the positronium value. As the lattice constant increases, the 

thermalized positron at F-center shows corresponding reduction of lifetime; thus 

the depth of the Madelung potential which is inversely proportional to the lattice 

constant is directly proportional to the positron lifetime. The better correlated 

hydrogen model and the correlated cavity model give the longer lifetimes.36 These
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empirical calculations also emphasize the importance of the inclusion of electron

positron correlation in the wavefunction of the (Fc:e+) system.

The alkali-fluorides (LiF, NaF) have longer lifetimes than those of the alkali 

chlorides (LiCl, NaCl). This is also consistent with the relationship to the crystal 

properties within the same halide class of the crystals. However, there are only 

small differences of lifetimes among the crystals considered. This is reflected in the 

difference in average radial separation between electron and positron densities in 

Table XVI.

b. Energy-band potential model. The calculation of the positron lifetimes in 

F-center using the energy-band crystal potential gives results similar to the point 

ionic calculation. As mentioned already, the band potential provides the more 

extensive potential form at the cation sites than that of the point ionic potential. 

This energy band potential on the cations adjacent to the vacant site pulls electron 

density to be distributed largely and pushes positron density into the center of the 

vacancy. In the context of the perturbation theory, the band results should therefore 

have longer lifetimes than those of the point-ionic calculation, because the lifetimes 

are inversely proportional to the lattice constant and are directly proportional to 

depth of the Madelung potential.

The X-0 calculations show slightly different results compared to the EP-O 

calculations with the small but obvious contribution of the positron correlation 

potential which makes negligible contributions in our point ionic calculation shown 

in Figs. 6.11 and 6.12. In LiF:Fc and NaF:Fc, the density distribution is sensitive on 

the crystal potential model. The energy-band potential allows the electron to spread 

out to close to the cation sites and strongly repels the positron to the halide vacancy 

center. However, in the point ionic case for these crystals, the electron persists to be
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TABLE XVI. Averaged separations Ar (a.u.)*  ** of densities of electron and 
positron in F-center of alkali halides. The Ps denotes the free positronium 
and H' is for the positronium with the first-order perturbation of square well 
potential.

* Ar = <rpe> - <rpp>

** The negative sign denotes that the electron density at the vacancy center 
is surrounded by the positron density

crystal
positronium point-ion band-ion

Ps H' X-0 EP-0 X-0 EP-0

LiF:Fc 2.963 -0.773 -0.713 2.420 2.324

NaF:Fc
3.000

2.913 -0.673 -0.885 2.272 2.179

LiCl:Fc 2.883 1.228 0.885 1.430 1.824

NaCkFc 2.867 1.210 0.676 1.503 1.251
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located on the vacancy center. Although these X-0 and EP-0 results for positron 

lifetimes are around the same order as the point-ionic results, the electron and 

positron densities totally redistribute and reshape their positions as shown in 

Fig. 6.13. This phenomenon is reflected on the average separation of densities 

between electron and positron as shown in Table XVI.

The EPC calculations show longer lifetimes than those of the point ionic results 

and other empirical calculations, as shown in Table XV. For NaCl, the lifetime 

calculation in F-center gives excellent agreement with the available experimental 

data. This suggests that the experimental results purely come from the positron 

annihilation of the F-center related bound states because this agreement comes 

from the calculation of the one-site approximation which includes only one valence 

electron as the system of the density functional calculations. However, the other 

crystals do not have any available experimental values. For the small lattice crystal 

such as an LiF crystal, the positron lifetimes increase in a different way to the point

ionic calculation.

For the irradiated LiF crystal, which may include the F-center, there is an 

experimental observation106 about the change of the second component ( t2 = 0.33 

nsec) intensity from that of the pure crystal. This change might be attributed to the 

occurrence of F-centers in the irradiation process. Our calculations also cannot 

exclude the following fact that the positron spreads out to touch the electron cloud 

surrounding the F-center from cation or more distant anion sites. This may increase 

the possibility of the contribution of the F-center into the second or high core states of 

positron in the positron annihilation from colored alkali halides.



118

_L 
<O6

a o Q.

I 
I 
/ 

I 
/ 

/ 
/

"D 
I 55 C O'

il

ri
o® il 
i
3 5a 
N 
ta



CHAPTER VII

CONCLUSIONS

Positron annihilation as a useful probe for the analysis of electron structures 

has been demonstrated by the theoretical first-principles calculations for positron 

bound states in atomic systems, pure alkali halides, and the F-center of those 

crystals.

In summary, in Chapter II, we have reviewed the theoretical background for the 

density functional theory and implemented the self-interaction corrected local spin 

density approximation for positron bound states in the systems. The many-body 

interactions have been included in the self-consistent density functional calculations 

such as the electron-electron exchange energy, the electron-electron correlation 

energy, and the electron-positron correlation energy. The phenomenology of 

the positron annihilation has been described in Chapter III, especially, for the 

two-photon annihilation. The thermalized positron as a quantum particle in matter 

annihilates into photons with the strong attraction of the electron-positron Coulomb 

interaction and the electron-positron correlation. The number of photons per 

annihilation event can be determined by the spin alignment of the positron and 

electron at the position of the positron. Our calculation has been based on the 

spin-averaged annihilation rate which characterizes condensed matter systems 

based on two-photon positron annihilation.

119
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The other theoretical ingredient for the crystal system has been considered in 

Chapter IV The crystal potential provides the attractive regions to the electron 

which are at the same time repulsive to the positron. This Madelung potential has 

been determined by considering the lattice sum with either the point-ionic potential 

or the band-ionic potential. The convergence of the crystal potential matrix element 

has been facilitated by the use of Ewald’s method. In Chapter V, the computational 

procedure has been briefly described. The self-consistent field method has been used 

for the atomic structure calculation. The embedded cluster method in the single-site 

approximation has been applied to models: the pure crystal and F-center of alkali 

halides. The Gaussian basis set is included only on the anion or the electron at 

F-center, but the Hamiltonian corresponds to infinite lattices in the one-particle self- 

consistent Kohn-Sham equations. From these calculations, we have reached the 

results on Chapter VI.

In the atomic system, the electron and positron densities have been calculated 

to analyze the lifetime of positron annihilation for the several situations: (i) no 

correlation included (X-O), (ii) electron correlation included (EC-O), and (iii) 

electron-positron correlation included (EP-O, EPC). Results of the X-O and the EC-0 

calculations are similar to that of the Hartree-Fock calculation. However, EP-O and 

EPC calculations show the dramatic shifts of densities. On the EP-O calculation, the 

positron correlation potential attracts positron density inward, leading to an increase 

in the annihilation rate. Furthermore, the inclusion of the pair-correlation 

function in EPC calculation enhances the probability of the pair annihilation and 

correspondingly reduces the positron lifetimes in negative atomic systems. The 

increasing eigenvalues of positron bound states correspond to the increasing positron 

lifetimes with the order [(Is), (2p, 2s), and (3d, 3p, 3s)]. In the neutral atomic 
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system, there is strong evidence for the positron bound states in our density 

functional calculations, and the accuracy of the SIC-LSDA method is demonstrated 

by the agreement of the calculated annihilation rates for the negative hydrogen atom 

with other calculations at higher levels of theory.

In the pure crystal system of alkali halides, the crystal potential has been 

incorporated in the modeling of the ionic potentials in two ways: (1) the modified 

point-ionic potential including information of the ionic radius and (2) the full-ionic 

potential derived from electronic energy-band structure calculations. The density 

functional calculation has been performed on the anion center in the one-site 

embedded scheme which includes the Hamiltonian for the infinite lattices and the 

Gaussian-basis set on the center. The contribution of the crystal effect competes with 

the positron correlation effect. The positron annihilation lifetimes are found to be 

sensitive to the crystal model potential used. The positron forms the bound states 

with substantial density in the interstitial lattice positions, and the density of 

positron in higher state may be also distributed through interstitial region including 

both anion and cation sites.

However, the Is (ground) state of positron is not seriously affected by this 

limitation and it can be explained within the one-site approximation. This implies 

that the positron ground state may be formed on the electron-rich anion site and 

finally annihilates into two photons in alkali halides. The result agrees relatively 

well with experimental data and gives a power law relationship between annihilation 

lifetimes and lattice constants. In the realistic band potential, especially, the 

improper distortion of densities in high positron states is severe within the limitation 

of the one-site approximation of the embedded cluster method. This implies that 

excited experimental components may be attributed to the contribution from both the 
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anion site and the cation site. Therefore, detailed comparison with experimental 

components for higher states will be deferred to another theoretical calculation such 

as the multi-shell embedded cluster method.

For the F-center as the defect center of alkali halides, the system for the density 

functional calculation is defined as a trapped electron and a positron. The infinite 

crystalline lattice has been computed with the first-principles method as described in 

the pure crystal system. The positron-correlation potential does not contribute 

significantly to the positron structure in the point-ionic potential treatment, but it 

does in the band-ionic potential. The significant factor in the F-center is the pair

correlation function for the positron annihilation.

Positron lifetimes are compared with other empirical calculations and the a 

vailable experimental data. Within our one-site approximation, the first-principles 

calculations of the positron annihilation from the ground state of positron in the 

F-center of NaCI agrees with the experiment result. Unfortunately, other crystals do 

not have any available experimental results for the on-center positron annihilation of 

F-centers. However, the available experimental results106 for colored crystals which 

associate with either bulk state or defect state of positron bound states may be 

properly analyzed by the multi-shell band calculation of the embedded cluster 

method, which can address the phenomenon of the pick-off annihilation from the 

surrounding F-center.107

In conclusion, we analyzed the positron annihilation at the F-center of alkali 

halides from the systematic searches for the positron correlation effect and crystal 

field effects in the series of atomic systems and pure crystalline systems. In future 

work, it would be useful to implement the positron analysis in defect systems with 

the multi-shell embedding cluster and also to extend this work to molecular systems.
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Many-body interactions in a fermionic system consisting of N-electrons and a 

single positron are considered in detail. The many-body interactions in terms of the 

exchange-correlation energy functional needed in the local density approximation of 

the OFT have been studied in the context of the quantum field theory. The field 

theoretical approach has been implemented in two cases: one is for the homogeneous 

gas and the other is for the inhomogeneous gas. The GW-approximation, a recently 

developed method for the inhomogeneous gas, gives better results for electronic 

structures of semiconducting materials.19 The homogeneous gas method is the 

most widely used method for density functional calculations including many-body 

interactions between electron and electron, and also between electron and positron. 

Exchange and correlation energy in the uniformly distributed homogeneous gas are 

reviewed next.

1. Electron-electron exchange energy51

The electron-electron exchange-correlation energy functional for the local 

approximation of the Eq. (2.40) can be decomposed into the exchange and the 

correlation energy functionals. The exchange energy functional can be written in the 

following form,

- (A. 1)

From the Hartree-Fock equations, Eq. (2.14) for a free-electronic homogeneous 

gas, the exchange energy can be cast into the above form of the local density 

functional. It is convenient to simplify the Eq. (2.15) by neglecting the nuclear 

interaction and the Coulomb repulsion in order to address the local exchange energy 

functional. For the free-electron system, the normalized plane wave can be used as 

the eigenfunctions,
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1 ikr
-Jv (A. 2)

where V is the volume of the electron gas, and so the states ij can be distinguished 

by the momentum states k and k' from Eq. (2.17). The Hartree-Fock equation for the 

orbital thus becomes

= E^^Cr,) . (A. 3)P

The sum over k' is a sum over all the occupied orbital states, so that, at the absolute 

zero of temperature, when each of these states contains two electrons with opposite 

spins, the sum over k' is the same as a sum over all electrons with one kind of spin, 

and a sum over all electrons with the other kind of spin would be precisely the same. 

The exchange term in Eq. (A.3) with the plane wavefunctions becomes

r12
(A. 4)

From Poisson’s equation, the potential Vx at the point r due to a distribution of 

charge whose density is given by the function e{k * } 'r can be written by

V\(r) = -4ne

and the required solution may be written as

4nei(k~k')r 
\k-k’\2

(A. 5)

(A. 6)

The potential at the point due to the all charge distribution at r2

i (k-k') r2
Vx^ = j—r----- dr. 

r 12
(A. 7)
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has the value

iUc-k”) fj

Vn) = ———. (a. s)

and the eigenvalue and the exchange term (A.4) can be rewritten as

£(&) = y + ex(*)  , (A. 9)

E*W = 10)

For the evaluation of £x(k) , a volume element of Æ-space contains 

VdkK.&n ) orbital states. The exchange sum can be expressed with the integral form

e,(&) 4nr V A' (A. 11)

The integral is taken throughout the Fermi sphere. From the spherical coordinates 

(k', 6, 0) , where 0 is the angle between k' and k, the exchange term is

*o n 2 n
£XW = —LprpeJ 

0 0 0

^sinB 
\k-k'\2

k0 1 2
-idk'\ k d(cos6^ 
"o -!+ k'2 - 2kk'cos0

Æ +

1 
2%

^o-^ 
2^o + —log k^k 

^-k^ (A. 12)
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Where the integrand becomes infinite when k' ( <kQ) = k so that, for k<kQ, the 

integral can be expressed as the sum of the integral from Oto £ and the integral from 

k to kQ.

The total exchange energy for the spectra of k is the sum of the Ex (k) and can 

be evaluated by replacing the sum by an integral over the Fermi sphere. This gives

IX w 
k 0 '

o

k0 + k 
^kÿ — k

2
4itk dk

0
^-k dk

(A. 13)

The total exchange energy per electron becomes

' V ,4j—x*
4tt

= pr(pT^+p/^), (A. 14)

where the density of states, 2V7(8n3) within the Fermi sphere, for each spin 

orbital states gives the total number of states N, and the spin densities are defined 

as N/ (2 V) = pf and N/ (2 V) = pj,.

2. Electron-electron correlation energy

The local density form of the correlation energy functional can be written by the

following form:

Ec = PrPoMPT’PJl (A. 15)

where ec denotes the correlation energy per electron for an electron gas with uniform
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spin densities has been simulated by Ceperley and Alder21 and parametrized by 

Vosko et al.108 and Perdew and Zunger.16

In Perdew and Zunger’s parametrization, the correlation energy ec and the 

corresponding potential Vc can be classified into the high and the low limits of the 

density after using the following derivatives at the point r = 1,

v,(P,ç = o,i) = b-^-k(p,ç = o,i). (A. 16)

For the low density rs > 1, the correlation energy and the corresponding potential are 

written as the following:

e m = f________Ï1&________ (A. 17)

(A. 18)

where (Ç) , P2 (Ç) , and y(Q are fit-parameters,16 the index Ç is for the polarized 

(Ç = 1) or the unpolarized (Ç = 0) case, and the Wigner-Seitz radius is 

rs = (3/4%) 1/3 in atomic units. The parameters used to represent the

Ceperley and Alder results are P, (0) = 1.0529, 0, (1) = 1.3981, 

02(O) = 0.3334, p2(l) = 0.2611,7(0) = -0.1423, and y(1) = -0.0843.

For the high density (r$< 1 ) , the leading behavior of the high density 

expansion tying smoothly to the low density form gives following parametrization:

MO =A(t,)lnrs + B(X) +C(Qrslnrs + D(Qrs, (A. 19)

vc = A &)lnrs+ {5(0 -|a(Ç)} + |c(Ç) r/nr, + | {2D (Ç) - C(Ç) } rs, (A. 20)
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by taking the values A (0) = 0.0311 and B (0) = —0.048 from the calculation of 

Gell-Mann and Brueckner,109 fixing the values A (1) = 0.01555 and 

5(1) = -0.0269 from the random phase scaling relation by Hedin18 and Misawa110 

and determining the values C(0) = 0.0020, C(l) = 0.0007, D (0) = -0.0116, 

D ( 1 ) = -0.0048 by matching the two limits at r$ = 1.

For intermediate values of (, the von Barth-Hedin interpolation57 can be 

adopted. For the spin densities pf (r) and (r) , the density is denoted to p (r) = 

Pt (r) + pt (r) and the polarization factor can be written by

U') = (Pt (r) -Pt(r)]. (A. 21)

The interpolation between the unpolarized paramagnetic (Ç = 0) and the fully 

polarized ferromagnetic (Ç = ±1) limits can be written by

MO = e, (^ = 0) + [e. (( = 1) - e. (% = 0) ]/(; (r) ) (A. 22)

for the exchange (i = x) and correlation (i = c) contributions to the energy per 

particle. The interpolation function

/({(r)) . (A. 23)
2(2 -1 J

is chosen to reproduce the Ç -dependence of the exchange and the correlation 

energies. In the para- and ferro-magnetic limits, the exchange term has the form

MS = °)
V3PY/3 4k % J _3(9kV/3 -1

4l 4 J r$ (A. 24)

e/Ç = l) = 21/\(Ç = 0), (A. 25)
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and from the random phase scaling relation

v = ^c^s2-473’^0)- (A. 26)

3. Electron-positron correlation energy

It is obvious that the electron can not see the positron through the exchange 

channel of the Feynman diagram because they are not identical particles. The 

positron correlation with the electron in an electron gas has been investigated by 

several authors.26, 112 However, the correlation is too difficult to analyze due to 

the complicated many-body interaction between electron and positron. There are 

several well-known approaches to this problem. Among them are the Bethe- 

Goldstone ladder approximation,111 the non-linear two-component plasma theory and 

the resulting dielectric response function,112 the interacting Sawada boson78 

approach as collective excitations of the random phase approximation(RPA),26 and 

finally the Fermi hypemetted chain(FHNC) integral27 with the Jastrow variational 

wavefunction.79"82 The Sawada bosonic method gives better results for the 

annihilation rates than those of others and has been interpolated by Boronski and 

Nieminen2 together with the results of the FHNC method. The interpolated form of 

the correlation energy in unit volume for p+ < pa is written as

EcPlPo> P+] = XrEv [Po’ P+l ' (A. 27)

Eyl PO,P+] = P<[a(P>)+^(P>)P< + c(p>)p2, (A. 28)

where p< (p>) denotes the smaller (greater) of densities pa and p+ at any position. 

The unknown coefficients are defined by

8 eg^E?[Pa,Pj|Pi = p, = p = (lo(P). <A.29)
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gp Ev [pa, p+] |p_»Q - E/ip(p) , (A. 30)

[PO’Pj|p+ = Po==p = P^(P), (A. 31)

and
a (p) = E^(p), (A. 32)

&(P) =^[3e^(p)-2E^(p)-gq(p)], (A. 33)

c(p) = ^[^o(P) +^p(p) -2e^(p)] , (A. 34)
P

where interpolation formulas of the electron-positron correlation energy are 

based on the results of Arponen and Pajanne26 which are taken as the limit of zero 

concentration corresponding to a single positron EAp (p) in a homogeneous electron 

gas and Lantto’s data27 E^(p) for equal densities between positrons and electrons.

The corresponding correlation potentials for the electron and the positron come 

from the functional derivatives of the electron-positron correlation energy. Without 

loss of generality, partial derivatives along the p^, p+ directions on the surface of the 

energy density E®y [pa, p+] may be equivalent with functional derivatives, which 

gives the following electron potential and positron correlation potential,

,7- =
G

(A. 35)

(A. 36)

From Eq. (A.28) partial derivatives are as follows:

pa(p>) dh(p>) de (p>) 2'
(A. 37)
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2
3— = +2b(p>)p< + 3c(p>)p<, (A. 38)

whereby using Eqs. (A.29-31) derivatives can be written as

d«(P>) ^p(p^)
dP 3p

(A. 39)

dZ>(p ) _i
= ^2%(p^)-2E^(p^)-Ho(p^)]

^(P>)
3p>

3eAf(P>) 9Po(P>)'
3P> dp>

(A. 40)

^C(P>) -2
= g WP>) +e^(P>) -2eL(p>)]

1 pU0(P>) ^(p^ ^(p>)l
21, dp, dp, dp, _

For the surface [pa, p+] which is symmetric with respect to p+ and 

symmetric potential with the equal-density is defined as

(A. 41)

Pa> the

H0(P) =(*(P„.P,)| p^p=p = ^[pE1.(p)], (A. 42)

Mp>) = ^l<p>) +^p>^a^' 
x °p>

(A. 43)

^o(P>)
3p>

(P>) 
dP>

1 3 2
+ 2P>T^1(P>)- 

"P>
(A. 44)
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Now interpolation formulas of the electron-positron correlation energy are based on 

the results of Arponen and Pajanne in the zero limiting concentration of a single 

positron eAp (p) in a homogeneous electron gas and Lantto’s data for equal densities 

between electrons and positronseL (p) . The formula for the correlation energy 

functional and its derivatives are continuous in the whole range of r .

For one positron in homogeneous electron gas, the correlation energy and the 

corresponding potential derivatives with the Wigner-Seitz radius r < 0.302 are

WP>(r;)] =-0.78r, + (0.0255Znr5-0.0405)lnrs + 0.572, (A. 45)

„ - ^f(P>) _ -1 ^AP
AP dp> drs dp> 3 ^P> dr$

I —1/^ \= [^0.0135-0.13  ̂ -0.017ZnrJp>, (A. 46)

for 0.302 <rs< 0.56

G/ip[P>(g] = -0.461525-0.027295rs 2,

vAP = -0.018196^^,

(A. 47)

(A. 48)

for 0.56 < rs < 8.0

EA/P>(g] = -0-3149 + -!:^^ - . (A. 49)
(r5 + 2.5) (^ + 2.5)2

-3.189745+0.477583r
vap = ---------------------- 3------- %P>, (A. 50)

(rj + 2.5)3 ' >

for 8 < r$ < oo
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eÂptP>(^)] = -0.262+ 22.25233r/-5125.2893r/, (A. 51)

vAp = ^22.25233r/- 10250.57860r/Jp^. (A. 52)

For a fully compensated system (p+ = p) , the correlation energy and the first 

and the second derivatives are as follows: 

for 0 < rs < 0.8

EjP>(g] =-0.119155 + 0.0394757»^, (A. 53)

de, de, dr i de,
L = d^ = ^ = -3^P> = -0^1583p„ (A.54)

dP> dr^P> drJ(drJdp>Jdp>

for 0.8 <rs<6

Ar A2 
dr^ = 0.0131583 p^ (A. 55)

cJP>(gi =-0.26274+ ^3 14.16125 (A. 66)
(r5 + 5.O) (y. +50)2

vL = (- 4.06868 + 1.07443 r)--- —> ,
(r, + 5.0)^

(A. 57)

dv,
= 0.33333p>i^- (5.85939 - 0.716288rJ

2 2 
P>^ 

(G + 5.0)^'
(A. 58)

for 6 < r$ < 15.85
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e£[P>(U] = - 0.1536325 - 0.074081 tanh [0.39145 (r$-9.8)] , (A. 59)

2
VL = 0.00966rJp>sech [0.39145 (rs - 9.8) ] , (A. 60)

dvL
= -1.3333p>vL {1 - 0.195725tanh [0.39145 (r$ - 9.8) ] } , (A. 61)

for 15.85 <rs<oo

EjP>(gi = " 0.253625 - 2epz , (A. 62)

Zpz = Y(^ = °) [l + Pi(Ç = 0)r/2+P2(Ç = 0)rJ \ (A. 63)

v£ = -P>EPi(Ç = °)ry2 + 2P2(Ç = 0)rJÿ^—-, (A. 64)

dvL r ( & y -
+ (A. 65)

A = 2epz[p, (Ç = 0) r;'/2 + 2P2 « = 0)]2 + P, (Ç = 0) Y(Ç = 0) rf'2, (A. 66)

where £pz (^) is the result of Ceperley and Alder as interpolated by Perdew and 

Zunger.



APPENDIX B

FIRST-ORDER PERTURBATION THEORY OF POSITRONIUM IN 
THE MADELUNG POTENTIAL
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The positron bound in an F-center can be modeled as a free positronium atom 

perturbed by the Madelung potential. From the viewpoint of first-order perturbation 

theory, the perturbed ground state wavefunction of positronium consists of the is 

wavefunction admixed with the 2s state of positronium by introduction of the crystal 

potential as the perturbation Hamiltonian. The Hamiltonian of this perturbation 

system gives the Schrodinger equation,

hf^ (r+> r3 = FY (r+, r) (B. 1)

and

HFc = Hps + H3 (B. 2)

m 2 lv7 2 1HPs " ~2V+ ~2V- (B. 3)
I + -I

H' = V (r+) - V (r ) , (B. 4)

where Hps is the Hamiltonian for free positronium and the crystal potential at the 

anion vacancy is defined as the perturbation, H'. The potential V(r) is the effective 

potential of an anion vacancy of the host alkali halides.

The free positronium system can be reduced to the relative coordinate system

between the electron and the positron. The reduced mass is p. = — and the

Hamiltonian can be written as

%= (B.5)

with r = r This gives the solution of the Schrodinger equation for free

positronium, and the eigenfunctions are written as

(B. 6)
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(B. 7)

The effective Bohr radius is changed from aQ to 2aQ due to the reduced mass of the

positronium;

h2 ( h2 '
a o = 4Ke0-^ = 2 47te0-^

ge \ me J
= 2u0 = 2. (B. 8)

The free positronium ground state energy state is obtained as

and

g e J_ _ 1 e 1 ____ ]_ 
2A\47teJ ^2 2a'o (4ne0) „2 "

E10 = ~ a.u. = -6.8 eV,

£20 = "IT a u- = -I ? eV

(B. 9)

(B. 10)

(B. 11)

Simply speaking, the crystal potential as the perturbation Hamiltonian serves as a 

potential well for the electron and as a potential barrier for the positron. This is 

simply approximated as potential sphere for the Madelung potential VQ = 2 a/a 

with the Madelung constant of alkali halides a = 1.74755 and the lattice constant 

a. This corresponding perturbation term for the positronium system can be written 

as

H' = VQ for O < r < L, (B. 12)

= 0 for r > L,

where L is our model potential radius.
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From first-order perturbation theory, the perturbed is state is given by

*10 ^20

(B. 13)

where the matrix element of the perturbation term can be derived from the 

integration on the anion vacancy with the width L,

= (OnO

*0 \ « Q/

3
2V0L -3L/ (2a'o)

I Pc |2 A= 4^(0) I =^, (B. 16)
na'o

where a is the fine structure constant and Ka = 50.42 GHz. This result gives the 

annihilation rate and the lifetime of the free positronium with the following values,

3^V (B. 14)

The annihilation rate of the positron is defined with the probability of the pair

annihilation per second of the electron density at the position of positron. The rate 

has the spin factor 4 for the annihilation process of the free positronium, that is,

3
r = 7rappj, (B. 15) 
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respectively,

T = 8.024 GHz (B. 17)

and

T = 0.125 nsec. (B. 18)

However, in the perturbed system such as condensed matter, the spin-freedom 

for the arbitrary permutation is no longer degenerate and the spin-averaged 

annihilation rate is useful.101’10^’113 The annihilation rate for the perturbed system 

at the F-center is written by

r = ita pF ,

Pf = ^(0)

(B. 19)

(B. 20)

After inserting Eq. (B.14) into Eq. (B.20) and assuming widths of the potential well 

as the half of the lattice constants [7.6118 (LiF) , 8.7569 (NaF), 9.7131 (LiCl) , 

10.6580 (NaCl) ], L = a/2, and the depth with the Madelung potential, the 

lifetimes has been obtained as shown in Table XV. The deeper Madelung potential 

[0.459 (LiF), 0.399 (NaF), 0.360 (LiCl), 0.328 (NaCl) ] with the smaller potential 

sphere radius gives a more perturbed positronium state and enhances the positron 

lifetime.
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