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The purpose of Knowledge Discovery and Data-mining (KDD) systems is to

uncover novel, non-trivial patterns; however, these systems also discover many useless

patterns. The interpretation and evaluation of patterns requires domain expertise. The

process is inherently subjective because experts differ in experience and knowledge. In

most KDD research, interpretation/evaluation has been done by the researchers or by a

single expert. In this research, we introduce Collaborative Interpreting (Cl), which uses

the collective expertise of a diverse group of experts to evaluate data-mining results. Our

hypothesis is that the collaborative interpretation of the group would be better than that of

any single expert1.

This research involves the development of a World Wide Web (WWW)-based 

Collaborative Interpreting System (CIS), which employs an iterative group decision

making process based on the Delphi Method, The CIS compiled the interpretations of a 

panel of geographically and temporally distributed experts on a continuous basis. The 

application domain used was hospital infection surveillance. The panel consisted of two 

infectious disease physicians, two critical care physicians, a pharmacist, and a clinical 

microbiologist. Patterns were generated for five months by the Data Mining Surveillance

1 Turoff M: Computer-Mediated Communication Requirements for Group Support. Journal of 
Organizational Computing 1991; 1: 85-113.
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System (DMSS) using retrospective clinical laboratory infection-control data from the 

University of Alabama at Birmingham Hospital. For each month, the panel used CIS to 

judge the importance of the patterns independently and then collectively with regard to 

epidemiology investigation priorities.

Group and individual judgments were compared to those of a criterion judge who 

is an infectious disease physician with more than thirty years of infection control 

experience. In addition to the patterns, he was provided with patient chart review data. 

The results showed that the panel’s collective judgments were generally in greater 

agreement with the criterion than any individual member of the panel. The results 

confirmed the hypothesis and showed that interpretation is a more complex problem than 

generally assumed.

The findings are encouraging that CIS can 1) utilize collective expertise to 

enhance the interpretation of KDD results, 2) enrich the knowledge base of experts 

through collaboration with other experts, and 3) potentially help refine data-mining 

algorithms to reduce generation of trivial patterns.

2 DMSS was originally developed at the University of Alabama at Birmingham by S. Brossette.
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CHAPTER 1 

INTRODUCTION

Knowledge Discovery in Databases and Data Mining (KDD), is defined as the 

extraction of non-trivial, previously unknown, and potentially useful information from a 

large volume of data [3], [22], [47]. It is an iterative and interactive process generally 

comprised of the following stages: 1) data selection, 2) preprocessing, 3) transformation, 

4) data mining, and 5) output interpretation and evaluation [22], [3]. Figure 1 is a KDD 

process diagram showing the five stages, the input and output for each stage, and the 

iterative nature of the process. The figure is adapted from the KDD process diagram in 

[22],

Transformation
Preprocessing

Selection

* Patterns
Transformed; 

Data IPre-
processed

Data
Data Target

Data

Figure 1. The KDD Process (Adapted from [22])

1
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2

Stages 1 to 3 extract relevant data from organizational databases and prepare it for 

use in Stages 4 and 5. Stage 4, data mining, uses sophisticated computing algorithms, 

statistical analyses, and modeling techniques to uncover patterns and relationships hidden 

in the data. Stage 5, interpretation and evaluation, requires users to make sense of the 

discovered patterns.

The growing interest in the potential of KDD applications to unearth useful 

information from the rapidly growing amount of data collected at institutions and 

businesses has caused KDD research and commercial activities to flourish in the past ten 

years. For Stages 1 to 3, commercial database management systems developers, such as 

Oracle and Information Builder, are leading the efforts to address the issues at these 

stages with the development of data warehouse3 and datamart4 technologies which 

integrate KDD with the traditional database products. For the rest of the KDD research 

activities, the vast majority of the effort has focused on data mining techniques. This is 

evidenced by surveying the past eight International Conferences on Knowledge 

Discovery and Data Mining (KDD-95 to KDD-2002) [4, 10, 20, 21, 27, 28, 49, 58] and 

other KDD literature [3, 23,44, 48]. In contrast, scant research has focused on the 

evaluation and interpretation of the data mining output to support decision-making. There 

is only a small amount of literature addressing this topic. This stage is highlighted with 

gray in Figure 1 because it is the focus of this dissertation research.

3 A data warehouse is a large, integrated database extracted from operational databases for the 

purpose of decision support in businesses. The content of the warehouse is subject oriented, non-volatile, 

and time dependant [3].

4 Datamarts are smaller, local data warehouses [3].
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The remainder of this chapter delineates the motivation for this research. It 

defines Collaborative Interpreting (Cl) and describes the experiment hypothesis, gives an 

overview of the Collaborative Interpreting System (CIS) developed for the research, and 

outlines the experiment used to examine the hypothesis. The final section of this chapter 

will provide an overview of the remaining chapters of this dissertation.

1.1 Motivation

The purpose of interpretation and evaluation is for end users to make sense of 

the discovered patterns and to determine what the patterns mean to their businesses or 

organizations. Research on interpretation has mostly focused on visualization of the 

extracted models or data, and on tools to support an end user in manipulating the mining 

parameters and interacting with the output data with various visualization tools. Data 

visualization is very useful for obtaining a global view of a resulting data set and 

highlighting important phenomena [59]; however, presenting the data in a visually 

salient way is not the same as interpretation by domain experts. The value of the 

discovered knowledge lies in its appropriate use, and this should be emphasized during 

interpretation and evaluation [66], However, the use of the uncovered knowledge for 

decision-making is not a trivial process. This is because many of the current data mining 

tools report large amounts of useless or invalid data patterns besides the small amount of 

valuable knowledge. Large volumes of useless or trivial data can mask the useful 

knowledge, whereas invalid data masquerading as knowledge can lead to costly and 

disastrous decisions. In order to use the data mining results to support decision-making, 

interpretation requires sufficient domain expertise to perceive the nature of the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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unearthed relationships and the real implications of the uncovered patterns [2, 62, 67,

69].

Interpretation is inherently subjective because experts differ in experience and 

knowledge. If the discovered knowledge is really novel and previously unknown, it is 

highly unlikely that a single individual will possess all of the expertise needed to 

determine the validity and usefulness of the mined data for decision making. 

Organizations that want to gain a competitive edge using KDD tools realize that a single 

expert is often not sufficient to interpret the novel patterns discovered. Instead, a diverse 

team of data-mining-knowledgeable domain experts are needed to check and validate the 

mined results before the knowledge can be used to make decisions [62]. However, in 

most KDD research, interpretation and evaluation has been done by the researchers 

themselves or by a single expert [2, 19, 34, 67, 69, 4, 10, 20, 21, 27, 28, 49, 58]. Personal 

communications of the author with a number of data mining researchers indicated that 

researchers agree that using multiple domain experts to interpret the output is desirable. 

However, the use of multiple experts was not done in practice because it is difficult to get 

a number of experts together routinely to review their experimental output, and it is a 

laborious task to collect, aggregate, and organize the opinions of multiple experts, 

especially if it is done on a continuous basis. The ideal is to have a team of data-mining- 

knowledgeable domain experts to perform the interpretation. In reality, retaining a team 

of data mining knowledgeable domain experts is neither feasible nor practical for most 

organizations. Besides, people with such qualities are few and far between [62].

Uthurusamy [66] suggested that KDD should be a collaborative discovery process 

by a widely distributed team of experts and analysts. With the rapid growth of the
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Internet and wide access to the World Wide Web, Uthurusamy’s idea becomes feasible. 

Collaboration is especially critical for the interpretation and evaluation step. This idea 

forms the rationale for the CIS concept of this research. Computer-mediated 

communication pioneer, Turoff, suggested that “the results of collaboration are better 

than the result that could have been obtained by any single member of the group [63].” 

His conjecture provided the basis of this research’s hypothesis.

Brossette [14] developed a special Data Mining Surveillance System (DMSS) at 

the University of Alabama at Birmingham to automate the extensive analysis of hospital 

clinical laboratory data in order to detect new trends of infection and drug-resistant 

bacteria. In an unpublished retrospective study of DMSS by Moser, one of the 

investigators, using the University of Alabama at Birmingham Hospital (UABH) data 

from April 1998 to November 1999, 40 out of 476 patterns were scored as interesting and 

worthy of investigation by a multi-disciplinary group from the hospital. Then two 

independent experts were asked to critically evaluate the patterns. They agreed with 

many of the 40 patterns originally selected, but disagreed over their importance for 

investigation and the exclusion of patterns that were not selected. This further illustrates 

that collaboration by a team of experts during interpretation would lead to a more 

meaningful screening of the findings and would reduce potential misses of important 

ones. This use of collaboration concurs with Farrington’s view that a successful 

computer-based detection system requires “co-operation between epidemiologists, 

microbiologists, computer scientists and statisticians. Such an inter-disciplinary, 

collaborative approach can enhance existing methods, and improve the data collected in 

the process [19]. ”
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Experts in critical care medicine, surgery, infectious diseases, pharmacy, and 

clinical microbiology each have unique insights, and their knowledge and experience 

overlap with each other by varying magnitudes. Retaining a team of experts just for data 

interpretation, however, is neither feasible nor practical for hospitals. In addition, the 

experts are distributed both temporally and geographically. Therefore, an operational 

environment to compile and quantify the interpretation of DMSS patterns by multiple 

domain experts on an ongoing basis is needed. Such need provided an ideal domain 

environment to prototype the CIS of this research.

1.2 Cl and Research Hypothesis

In this research, we introduce Cl, which is a computer-mediated process that uses 

the collective expertise of a diverse group of geographically and temporally distributed 

experts to evaluate and prioritize data-mining results on a routine basis. The process 

facilitates the collection, compilation, quantification, and prioritization of the group’s 

opinions on the discovered patterns. Our hypothesis was that collaborative interpretation 

by a group of diverse domain experts would be better than that by any single expert. We 

used Infection Control Surveillance at UABH as the application domain and used DMSS 

as the data-mining engine. We predict that collaborative interpretations would 

consistently be better than any individual’s interpretations.

1.3 A Conceptual System for Collaborative Interpreting

The CIS is a web-based client-server application that provides an asynchronous 

interactive environment for collaborative interpreting as depicted in Figure 2. In this
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research, the actual implementation of the Data-mining Server and the Group Support 

Server ran on the same machine.

Interpretation 
» Client

Interpretation 
& Client

Group
Support
Server

Server

Interpretation 
a, Client

Figure 2. A CIS client-server diagram

It is conceptually divided into three subsystems according to functionalities:

1. The Client implements the user interface to present the patterns and the 

group’s interpretations, and to collect the panelists’ input to send to the 

servers.

2. The Group Support Server implements the group process logic, and stores and 

retrieves the group’s interpretation in a relational database.

3. The Data-mining Server retrieves the patterns from the pattern database to 

present to the panelists, and supports drill down requests. “Drill down” means 

the ability to retrieve the raw data that are used to generate the data-mining 

patterns.
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Figure 3 shows the conceptual software architecture of the CIS with an interface 

to a data-mining system. The actual design and implementation of the CIS prototype is 

described in Chapter 4.

1.4 Experiment Overview

The purpose of this experiment was to examine the hypothesis that the results of 

collaboration are better than the results that could have been obtained by any single 

member of the group alone. The experiment was conducted using the CIS prototype with 

patterns generated by DMSS using retrospective data from the UAB Hospital Clinical 

Laboratory Information System. The panel consisted of two infectious disease physicians, 

two critical care physicians, a pharmacist, and a clinical microbiologist. In addition, an 

expert who is also very knowledgeable in the data-mining technique used in this research 

participated in the experiment as an “out-group” panelist. The out-group panelist 

performed the same tasks as the panelists in the group, and saw the opinion of all group 

members as feedback. However, the in-group panelists did not see the opinion of the out

group panelist, and the group interpretation computation did not include input from the 

out-group panelist. The panelists did not know whether they were in the in-group or out

group. Group and individual judgments were compared to those of a criterion judge who 

is an infectious disease physician with more than thirty years of infection control 

experience. In addition to the patterns, he was provided with patient chart review data.
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1.5 Upcoming Chapters Preview

Chapter 2 of this dissertation reviews related research. Chapter 3 introduces the 

domain of infection surveillance in hospitals generally and at UABH in particular, and 

describes the profiles of the experts and the criterion judge of the experiment. Chapter 4 

describes the methodology of this research, which includes the design and 

implementation of the CIS prototype, the experiment, and the establishment of the 

criterion judgments. Chapter 5 reports the results and the analysis. Chapter 6 provides our 

conclusion, and discusses opportunities for further research using the CIS and the results.
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CHAPTER 2 

BACKGROUND

CIS is in the class of software systems called computer-mediated communication 

systems. It applies the knowledge in that field to the problem of data-mining 

interpretation and evaluation in KDD. CIS drew on research in the fields of computer- 

mediated communications, expert-group decision-making, and human computer 

interaction. This chapter reviews related literature in those fields and the data-mining 

system, DMSS.

2.1 Human-centered Knowledge Discovery and Interpretation

As discussed in Chapter 1, most of the KDD research has focused on the data- 

mining part of the process. However, human involvement is essential. This section 

reviews the literature concerning human involvement and interpretation in the KDD 

process.

In his overview of the state of the art of KDD, Fayyad [22] acknowledged the 

importance of user interface and interpretation issues. Brachman [12] offers a human 

centered view of the complete KDD system in which a human user should be involved 

in each step to drive the discovery. However, the interpretation step in his model 

involves a single user only. Silberschatz [57] defined two types of users involved in the 

KDD process. One is the single end user, and the other is the KDD developer. All of

11
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these approaches assume that the use of a single evaluator is sufficient for effective 

interpretation.

For example, GTE's Key Findings Reporter, KEFIR, for health care data goes to 

the extent of generating reports in natural language and business graphics [36]. Matheus 

claims that, when compared to the reports created by health care consultants, the KEFIR 

reports were considered comparable, with additional unexpected findings deemed 

interesting by the users [36]. However, their study did not provide a means for the users 

to determine if the findings were indeed useful or any mechanism to capture their 

decisions and rationale.

A survey of KDD literature reveals that most KDD research has relied on the 

researchers themselves or a single expert to evaluate the data-mining result, once again 

assuming that the interpretation is so straightforward that a single expert is sufficient for 

effective interpretation. The following are some examples:

1. “we found it intuitive and straightforward to interpret the output... [31].” 

These researchers, like many others, performed the evaluation themselves 

and believed that their results were easy to interpret. However, such belief is 

questionable because their impressions are subject to bias.

2. “Because we had performed the validation process ourselves in the previous 

case study, we decided to use the help of a marketing expert in another 

seasonality analysis... [2].” It is good to see that they used a real evaluator; 

however, they stopped at just one. As their user pointed out to them,

“different experts can arrive at different evaluation results using the same
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validation process.” Therefore, they should have used multiple experts for 

evaluation.

3. “Bridge experts are comfortable accessing and translating knowledge in the 

rule form [69].” Their report sounded as if they had multiple experts review 

their results. However, when questioned by the present author about how 

they collected and compiled the experts’ evaluation, they revealed that they 

only used one expert. They pointed out that the ideal was to use multiple 

experts but that it would be difficult to coordinate and process the opinion.

One can add to this list by surveying the past eight KDD conference proceedings 

[21, 27, 28,49, 58] and the other KDD literature [3, 23, 34, 44, 48].

Uthurusamy [66] offered a more far sighted view, which emphasized that the 

KDD process should support human-assisted computer discovery as well as computer- 

assisted human discovery. He pointed out that the trend should be towards collaborative 

discovery by a group of experts in a distributed environment.

Since the development of data-mining algorithms is an ongoing research process, 

cross-disciplinary collaboration during interpretation could help the typical users to sort 

out real, significant patterns from ones that are due to idiosyncrasies in reporting. 

Farrington et al. suggested such collaboration based on a study of Salmonella agona 

outbreak using their statistical-algorithm-based infectious disease surveillance system 

[19]. In their study, epidemiologists dismissed outbreaks flagged early on by the system 

as false positives due to inexperience in interpreting the data. Hence, they failed to 

initiate timely interventions. Cross-disciplinary collaboration could have prevented the 

dismissal.
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The author believes that Uthurusamy’s [66] idea of collaborative discovery in a 

distributed environment is missing in KDD. His idea, together with the lesson from 

Farrington’s research, contributed to the basis of CIS, which focuses on expert 

collaboration to perform interpretation in a distributed environment.

2.2 Computer-mediated Communication (CMC) Technologies

Another area of research that guided the CIS research is CMC [63]. CMC is an 

umbrella term which covers the research and development that has been referred to by 

many names, such as Group Decisions Support Systems (GDSS), Groupware, Computer- 

supported Cooperative Work (CSCW) [9], and Distributed Group Support Systems 

(DGSS), to name a few. CMC functionalities can be classified into three major areas: 

communication, collaboration, and coordination [25]. The present research focused on 

computer support of collaboration for the interpretation of data-mining results.

In computer-supported collaboration, there is a high demand for a seamless 

intellectual integration of the parts for a specific purpose [61], CIS was designed to 

provide an asynchronous mechanism to encourage uninhibited individual participation 

and to compile and quantify the individual contributions to represent the group’s 

collective opinion. The mechanism provided a non-threatening environment that allowed 

equality of participation, facilitated decision refinement, and avoided forcing consensus.

There are many decision-making methods, and many of them have been adapted for 

supporting group decision-making [7, 17, 35, 50, 51]. Table 1 compares four commonly used 

group techniques based on six characteristics.
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Table 1. Characteristics of group decision methodologies

' Characfeidstlcs ,
. . /Interacting . /: 

-Groups i y ; . : / :

; Nominal: 
f  Groups / .

. /;/ Analytic v : ■ 
U hierarchy 
: Process fAIfP)/ DelpMMethod ;

Structured No Yes Yes Yes
Asynchronous Face-to-face

meeting
Face-to-face
meeting

Face-to-face
meeting

Face-to-face or 
asynchronous

Non
threatening, 
equality of 
participation

High potential 
for member 
dominance

Member 
equality in idea 
generation

Member equality 
in pros-cons 
elicitation

Optional 
anonymity, equal 
participation

Structured
decision
refinement

Unstructured, 
may not refine 
ideas

Can be modified 
to include one 
iteration of 
refinement

Can be modified 
to include 
iterations for 
refinement

Structured 
iterations for 
refinement.

Not Force 
Consensus

Conformity
pressure

Aimed at 
obtaining 
consensus

Aimed at 
obtaining 
Consensus

Record both 
agreements and 
differences

Compile and
quantify
opinions

Difficult Yes Yes Yes

As Table 1 indicates, the technique best suited for the structured group 

communication process in CIS is the Delphi Method, and the reasons are discussed in the 

next section.

2.2.1 The Delphi Method and the CIS

The Delphi Method is an iterative process, facilitated by a moderator, to 

structure group communication aimed at producing detailed critical examination and 

discussion of issues and not at forcing a quick compromise [64]. The iterations in Delphi 

are called rounds. In the first round, the group members brainstorm to generate the 

issues to be discussed. The moderator compiles the issues to form the starting point of 

the second round. In the second round, the group members vote on the issues
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independently and submit the ratings, together with supporting reasons, to the 

moderator. The votes can be in the form of ratings or rankings.

In the subsequent rounds, the members are provided feedback for each issue, 

along with their votes from the previous round. The feedback includes the group's 

aggregate vote and the reasons. After examining the feedback, the members may change 

their votes and/or reasons for the current round. The moderator uses statistical 

techniques to determine if the group's votes are stable when compared to the votes of the 

previous round. The Delphi process ends when stability is reached. Many techniques 

were used in various Delphi studies to determine vote stability. The method used in this 

research is discussed in section 4.I.2.2.

The Delphi Method is particularly suitable for supporting the collaborative 

interpreting process because of the following characteristics [35, 64]:

1. Asynchronous - the group is distributed both geographically and temporally, 

hence an asynchronous process is essential.

2. Anonymity - the method supports anonymity but it is not a mandatory 

requirement. In a computer-based Delphi, various levels of anonymity can be 

implemented according to the group's profile and dynamics [64]. This 

flexibility allows the CIS to be adapted to different type of groups. For the 

hospital infectious disease surveillance application in this research, anonymity 

was used to prevent the existing power structure in the hospital from 

influencing a user's judgment.

3. Iterative with feedback mechanism -  During the iterations, the group's 

collective evaluation is provided as feedback for review. The feedback allows
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the group members to share and benefit from each other's expertise, and to 

refine the interpretations.

4. Responses are analyzed statistically - the analysis is quantitative rather than 

qualitative. It provides an empirical basis to determine the stability of the 

group's opinion.

5. Tolerates differences in opinion - Unlike many group decision making 

processes, the Delphi Method does not force consensus and captures both 

agreements and differences as the group’s opinion.

6. Captures both quantitative and descriptive opinions - The group's opinions 

include both quantifiable data, such as ratings, and descriptive data.

7. Keeps the experts focused on the task.

Originally, Delphi was applied using a paper and pencil communication process. 

One of the drawbacks of the paper-based Delphi is the time required at each iteration for 

communication and data analysis. In the present research, computer technology has been 

applied at the various steps of the process. Advances in computer communication 

technologies offer opportunities to develop computer-based Delphi processes, which are 

more flexible and timely than the paper and pencil form [64]. Turoff [64] has developed 

EIES, a distributed group support system, which has incorporated the Delphi process. 

EIES is written in the Smalltalk programming language and is provided as a paid service 

to operate group sessions. Other Delphi software only supports a particular step of the 

process, e.g., gathering of group members’ input, dissemination of the group’s collective 

opinions, or computer statistical analysis of the input [35]. An embeddable or 

application programming interface for computer-based Delphi process, however, is not
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readily available. Therefore, the CIS Delphi functionalities were implemented as a 

domain-independent Java programming language package that could be used to build 

Delphi applications. It was used to develop the web-based infection surveillance 

application of this research.

The following are some of the differences between traditional Delphi and the 

CIS Delphi:

1. In traditional Delphi, the issues or trends to be evaluated are generated by the 

panel through brainstorming. Hence, the issues or trends are subjective, and 

the time required to generate them is substantial. In CIS, the brainstorming 

phase is replaced by data mining. The issues are the patterns generated by a 

data-mining system using data in databases. Hence, CIS issues are data- 

driven and are objective.

2. Since the CIS issues are generated by data mining, the voting starts at the 

first round instead of the second one.

3. The CIS automated most of the moderator’s tasks such as collecting and 

compiling the votes, determining round stability, and communicating 

feedback. This allows a human moderator to focus on the content of the 

group members’ written issues.

4. In the CIS experiment, the moderator’s task was only to review the optional 

elaborated reasons entered by the panelists for the purpose of editing out 

inappropriate language. The moderator’s approval is required before a reason 

is viewable by the panel.
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Figure 4 shows the Delphi process adapted for the CIS. The CIS implementation 

of the Delphi Method is described in Chapter 4.

2.3 DMSS

The data-mining engine used for this research, DMSS, was originally developed 

at the Department of Computer and Information Sciences at the University of Alabama at 

Birmingham [13]. It has since been employed to detect the emergence and spread of anti

microbial resistance at a number of hospitals, including UABH. A brief description of the 

DMSS data mining technique is presented here. Brossette provides a more detailed 

description [13].

2.3.1 Association Rule and DMSS Pattern

DMSS is an exploratory data-mining process for automatically identifying new, 

unexpected, and potentially interesting patterns in hospital infection control and public 

health surveillance data. This process, and the system based upon it, uses association 

rules to represent outcomes, and association rule confidences to monitor changes in the 

incidence of those outcomes over time. Patterns of interest for DMSS consist of 

comparisons of temporal histories of association rules and their confidence and support 

measures of discrete or categorical data. An association rule is defined as “an expression 

X => Y, where X and Y are sets of items" [5]. X describes the left-hand side of the rule 

and Y describes the right-hand side. The meaning of such a rule is that database records 

that contain X tend to contain Y. Table 2 shows the general format of a DMSS pattern 

described by an association rule.
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In the infection surveillance application, the left-hand side of the rule is called the 

surveillance group, and the right-hand side is called the outcome. In the general format 

shown in Table 2, n l and n2 are the number of records that contain both X and Y in the 

periods 1 and 2 respectively, and dl and d2 are the number of records that contain X in 

those periods.

Table 2. General format of a DMSS association rule

Surveillance Group Outcome period 1 ./: period 2Y
X => | Y n l/d l n2/d2

2.3.2 The DMSS Pattern Discovery Process

Figure 5 shows a summary of the DMSS pattern discovery process.

Update
Rule
History

Output
Patterns

A nalyze
Events

Prepare 
Partition 1

Prepare 
Partition N

D iscover
A ssociation
Rules

D iscover
A ssociation
Rules

Figure 5. The DMSS pattern discovery process

The tasks of DMSS are surveillance and deviation detection. To accomplish these 

tasks, temporal data are divided into partitions. DMSS first discovers all association rules
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in each data partition. DMSS then monitors these association rules over time and detects 

changes or deviations in their behavior. Upon detection of a significant deviation, it 

triggers a pattern and reports a description of the event to the user for interpretation and 

verification. Table 3 shows a pattern uncovered by DMSS in August 2001, using the 

clinical Laboratory Information System (LIS) data at UABH.

Table 3. Example of a DMSS pattern presented as an association rule

Surveillance
Group Outcome 2/2001 3/2001 4/2001 5/2001 6/2001 7/2001 8/2001

TBIC
nosocomial

=> A BAUMANNII 
R-CIPRO 3/41 0/34 0/32 1/44 0/48 1/37 5/43

This pattern means that in August 2001, 43 bacterial isolates5 from the patients in 

the TBIC unit were classified as nosocomial (hospital acquired)6. Among these 43 

isolates, 5 of them were tested positive for the bacteria A. Baumanni (Acinetobacter 

Baumannii/Haemolyticus), which was resistant to the antibiotic Ciprofloxacin. When the 

August outcome was compared to that of the previous six months, DMSS considered the 

increase significant and hence generated the pattern as output to alert the hospital 

infection control staff. The output of DMSS is a text file. Appendix A shows an example 

pattern from a DMSS output file and explains the data in the output pattern.

5 A bacterial isolate is a test sample taken from a specimen (e.g. urine, blood) obtained from a

patient.

6 DMSS classifies a bacterial isolate as nosocomial if it is from a sample collected on or after the 

patient’s third day in the hospital. That meant the bacteria was likely acquired in the hospital [13].
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2.4 Human Computer Interface Research

As shown in Appendix A, the output from DMSS is a text file which lists patterns 

uncovered during a time period, such as a month. The number of patterns discovered in a 

month for a major medical center like UABH could range from 20 to more than 40. From 

Moser’s preliminary retrospective study (described in section 1.1), it was clear that the 

lack of a simple, easy-to-use interface to access and review the output of DMSS was a 

significant barrier to gaining interest from the end users. Therefore, the user interface is a 

very important part of the CIS. Nielsen [45] found that the effort for the design and 

development of a usable user interface for a software system usually ranges from 20 to 

60% of the total development effort. For the application in this research, the user 

interface development effort ranked at the high end of that estimate. Therefore, much of 

the research in the field of human computer interaction was used to guide the design and 

development of the user interfaces in CIS [8, 37,45, 55]. To avoid cognitive overload, 

one of the guiding principles for the CIS user interface was “less is more” [45]. In a 

computer-mediated collaborative environment, the problem of providing the user with the 

right amount and type of tools is compounded by the differences in individuals’ mental 

models of the technology, and the organizations' structure and culture [46]. Therefore, 

special efforts were made to use the proper terminology of infection surveillance and to 

accommodate the experts’ various work styles and the constraints in the work 

environment. Ideas from the extensive research on group behavior using group decision 

support systems by Hiltz et. al. [29] were used to guide the design of the CIS tools. The 

user interface for this research presented the DMSS and the CIS as an integrated system 

called Infection Surveillance System (ISS) to the end user.
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CHAPTER 3 

PROBLEM DOMAIN ANALYSIS 

Each year in the United States nosocomial (hospital-acquired) infections affect 

two million patients, costing more than $4.5 billion, and accounting for half of all major 

hospital complications [41]. Even more alarming, the number of drug-resistant infections 

has reached unprecedented levels [4]. The emergence of highly resistant bacteria has 

resulted in significant morbidity and mortality. Microenvironments, especially hospitals 

and hospital intensive care units, are foci where resistant organisms originate and 

propagate, spreading to larger environments as opportunity provides [30, 32, 43, 54]. 

Early recognition of emerging problems requires proactive surveillance as part of an 

infection control program at the hospital and sub-hospital levels [30, 32, 43, 54]. Such 

surveillance entails the examination of large volumes of hospital laboratory data. 

However, extensive analyses of hospital data requires considerable time and resources, 

both of which few hospital epidemiologists have in reserve. Consequently, these data are 

underutilized, and the knowledge they contain is either not discovered in a timely fashion 

or goes completely undiscovered.

3.1 Traditional Infection Surveillance

"Epidemiologic surveillance is the ongoing and systemic collection, analysis, and 

interpretation of health data in the process of describing and monitoring a health event" 

[40]. With few exceptions, hospital surveillance efforts are based upon predetermined

24
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criteria or events that are considered interesting and significant. The methods used for 

surveillance include manual review of suspected cases of nosocomial infections, ad hoc 

reports from staff of suspected outbreaks, the tabulation of basic summary statistics, and 

construction of annual or semi-annual, hospital-wide antibiogram summaries. These 

measures are not timely and often miss emerging, complex patterns [43]. Consequently, 

it has been widely recognized that active, timely, and sophisticated intra-hospital 

surveillance is needed [43, 54].

The main weakness of traditional surveillance methods, including existing 

computer-aided ones, is that none are capable of identifying patterns that are not 

suspected a priori. Therefore, if a problem is not suspected, it usually goes undetected. 

The discovery of patterns that would not be discovered by traditional analysis is a 

fundamental premise of data mining. The data mining technology of DMSS is especially 

well suited for epidemiologic surveillance. DMSS automates the extensive analysis of 

hospital clinical laboratory data to detect new trends of infection and drug resistant 

bacteria [14].

3.2 An Idealized Computerized Surveillance System Using DMSS and CIS

Dean and coworkers [16] describe a hypothetical ideal computer-based public 

health surveillance system that detects all unusual trends without having to provide 

specific directives as search constraints. The user then identifies the most interesting 

trends, investigates them with traditional queries into the data, and finally takes the 

appropriate actions based on the findings. This is essentially a description of the use of a 

data-mining tool for active epidemiologic surveillance. DMSS is the first generation of
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these tools. A weakness in Dean’s model, however, is the assumption that a single expert 

can evaluate all novel patterns efficiently. In complex domains such as medicine, 

consultation and discussion among experts of the same or different disciplines is 

common, especially when presented with new knowledge. Such collaboration occurs 

within an institution, across a region, and across the globe. This is evidenced by the 

active discussions that can be found in medical discussion groups such as ProMED7. An 

ideal computerized surveillance system therefore should detect all unusual trends with 

very little direction from the user AND should allow for the timely collaboration of a 

diverse group of geographically and temporally dispersed experts. Therefore a combined 

system based on a data-mining mechanism and the CIS will satisfy these requirements.

3.3 Infectious Disease Surveillance at UABH

The UAB infectious disease surveillance process is a prototypical example of the 

traditional epidemiologic surveillance described in section 3.1. Data are collected at the 

hospital's Clinical Microbiology Laboratory, where various samples taken from patients, 

such as blood, urine, and tissue, are tested for presence of pathogenic bacteria. If present, 

these bacteria are then assessed for susceptibility or resistance to a standard set of 

antimicrobics. The test results are stored in the LIS that serves as the Infection Control 

database. This database is DMSS's data source.

By federal health regulation, the hospital has in place an Infection Control 

Committee (ICC). The Committee is responsible for monitoring infectious disease 

activities in the hospital, such as:

7 ProMED’s website is at http://www.fas.org/promedy
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• Tracking the occurrence and frequency of infectious diseases and anti

microbial resistance behavior according to the areas in the hospital. The major 

focus is hospital-acquired infections, especially in the Intensive Care Units 

(ICU), where more than 60% of the all these infections occur.

• Tracking employee health status and safety practice policy compliance.

• Discussing and making recommendations for new policies aimed at 

preventing infection.

• Monitoring infection control policies compliance by hospital units.

• The committee is comprised of 26 appointed members from many disciplines 

throughout the hospital, including Infectious Disease, Surgery, Microbiology, 

Infection Control, Pharmacy, Employee Health, various areas of Nursing, 

Safety, Risk Management, Bio-safety, Environment Services, and Hospital 

Administration. The committee meets every two months. The meeting agenda 

usually includes updates of the latest surveillance data, employee health 

status, current policy and practice, and discussion of new techniques or 

equipment intended to prevent infection.

In order to better understand the problem domain, the author interviewed key 

members of the committee. The interview with the committee chair, an Infectious 

Disease physician, revealed that there is a subgroup of five people that meets weekly. 

This subgroup is comprised of the Infection Control Practitioners (ICPs), a representative 

from the clinical laboratory, and the chair. The purpose of the subgroup meetings is to 

review the surveillance data to identify problems, whereas the purpose of the whole 

committee meeting is for dissemination of findings to the various departments. In
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addition, committee members from various functions (e.g., the microbiology laboratory 

or pharmacy) might meet with the chair prior to the bimonthly meeting to review data 

and issues.

Interviews with the committee chair, head of an ICU (a physician), an infectious 

disease physician, a microbiologist, and an ICP elicited the following information needs:

1. To integrate the various data sources throughout the hospital to assist 

investigations, e.g., specific information about a hospital unit, or diagnosis 

and drugs used together with laboratory test result.

2. To include more information in the Infection Control database, such as patient 

diagnosis.

3. To gain access to timely, summarized data of bacteria sensitivity to antibiotics 

by hospital unit.

4. To gain access to a mechanism to facilitate the group to work together, given 

busy and varied schedules, travel, and dispersed locations.

5. To maintain a memory of infection monitoring profile over time so that job 

rotation will not cause discontinuity in the monitoring. This is because the 

ICPs are responsible for monitoring the infection patterns of specific units. 

However, they rotate to different units every three months. Hence, there is no 

continuity in the patterns that they monitor.

6. To gain access to the automatic discovery of microbes that show increased 

antibiotic resistance. The trends and the patterns of infection and antibiotic 

resistance are useful information that can be used to alleviate the current 

manual review process used to develop the antibiogram, which is the
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guideline for physicians in the empirical use of antibiotics in various area of 

the hospital.

7. To develop a capability to benchmark with hospitals in the region.

The use of the CIS in conjunction with a data-mining tool, such as DMSS, would 

meet needs three through six. Need number seven is a potential application of CIS when 

extended for regional, national, and global epidemiologic surveillance. The global 

conceptual model for epidemiologic surveillance described in [68] could meet such a 

need.

Needs one and two involve better integration of all patient data online so that all 

data can be accessed via a single entry point. Although they are the functions of the 

information processing units in the hospital and are outside the scope of this research, this 

background information heightened the importance of keeping the users’ expectations in 

line with the research as they participate in the studies of CIS.

3.4 Applying CIS and DMSS for Infectious Disease Surveillance at UABH

Figure 6 shows a model that supports collaborative interpretation of the patterns 

from DMSS using the CIS for infectious disease surveillance at UABH. In this model, 

individual users will interactively review the patterns from DMSS. The individual's goal 

is to use his or her domain knowledge and experience to gain understanding of the 

findings and to prioritize the findings with respect to epidemiologic investigation. During 

the first iteration, each user decides on the priority independently by assigning 

importance ratings to the patterns and submits the decision to the CIS. In addition, the 

user could submit supporting reasons to accompany the ratings. The CIS supports a
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human moderator to review the comments, to screen inappropriate language, and to 

clarify the experts’ input. The CIS computes the aggregates that represent the collective 

interpretation of the group, which is then fed back to individuals together with their 

original submissions. The individual may modify his or her ratings, or add new

Recommended
Knowicuso '”«*pretationS

Users in hospital
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Information
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(LIS)
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&
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Interpretations
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Requests
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Patterns

Figure 6. A Model for collaborative interpreting of DMSS output

comments after reviewing the feedback and then resubmit. The feedback and resubmit 

cycle may repeat for a few rounds. Participants will work asynchronously at the times 

and locations that are convenient to their schedules. When the CIS’s analysis of the 

submissions indicates stability, the result will be provided to the group for the final 

voting of acceptance. All reasons and ratings, including the ones that deviate, are
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recorded so that disagreements will not be lost. The resulting interpretation is the group’s 

recommendation of investigation priority to the infection control staff.

A typical user of the CIS is likely a member, or a designated representative by a 

member, of the ICC, who plays a role in making decisions that impact infectious disease 

control in the hospital. Table 4 summarizes the profiles of potential CIS users based on 

the author’s observations at ICC meetings and interviews with committee representatives. 

The understanding of the potential user profiles was essential for the design of the user 

interface.

3.5 Profile Summary of the Experts and the Criterion Judge

To test the effectiveness of CIS experimentally, we used experts in the roles that 

indicated high interest in the CIS and data-mining technology shown in Table 4, “Profile 

Summary Of Potential CIS Users.” The involvement of the ICPs could have been 

beneficial. However, the ICPs at UABH showed very little interest in the research.

During their interviews with the author, they recounted a previous involvement in 

research. Their efforts contributed to a successful technology development but resulted in 

a reduction of their head count. They were still bitter about the loss of personnel and 

hence would not want to participate in research that they perceive could be a threat to 

their jobs.

In CIS, panelists could be put into one of the two categories, in-group versus out

group. All panelists would perform the same tasks except that out-group panelists would 

not be included in the group interpretation computation, and the in-group panelists would
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Table 4. Profile summary of potential CIS users

:/ Role Education /
: T ralm ug: : locations

Purpose of
information need

Information 
.Uneett'.. ■

Computer 
' ■ ■ ■ ■ V  -iSkiliu::-."-/' '■

'vlmerestiin 
teclmolbgy '(CIS)

CIS user type

Lab
Director / 
scientist

M.D. or 
Ph.D. in 
microbiology

UABH
and
affiliated
hospitals

• Quality assurance
• Lab performance monitoring
• Communicate antibiotic 

resistance changes

Drugs and microbes 
association:
• Trends
• Changes

Likely skilled 
user of PCs, 
email, WWW, 
LIS, HIS

High to moderate Panel expert

Clinician:
Infectious
Disease
Specialist

M.D. with 
Infectious 
Disease 
Specialization

UABH
and
affiliated 
hospitals 
and clinics

• Monitor nosocomial infections
• Track patterns o f transmission
• Track trends of antibiotics 

sensitivity
• Guide strategic use o f antibiotics 

to achieve the lowest mobility / 
mortality at the lowest cost

Infection information:
• Type
• Location of occurrences
• Pattern over time

Varies. 
Moderate to 
skilled user of 
PCs, email, 
WWW, and 
HIS

High • Panel expert 
•User o f CIS 

output

Clinician:
other
practices

M.D. with
specialty
training

UABH
and
affiliated 
hospitals 
and clinics

• For effective drug use
• For proactive patient follow ups
• To determine epidemic vs. 

endemic situations

• Comprehensive, timely 
and integrated patient 
data

• Antibiotics sensitivity 
data by hospital unit

• Effectiveness of drugs

Varies. 
Moderate to 
skilled user of 
PCs, email, and 
WWW

High only if 
convenient

• Panel expert
• User of CIS 

output

ICP R.N. or 
former Lab 
Technician

UABH or
nursing
homes

• To monitor hospital acquired 
infection occurrences

• To track the trends
• To report to ICC and ICC chair

• Surveillance data of 
assigned unit

• Counts of occurrences 
and percentages

• More integrated patient 
data

Varies. User of 
hospital 
information 
systems. Might 
be email and 
WWW user.

Low.
However, their 
participation is 
actually very 
important.

• Panel expert
• User of CIS 

output

Pharmacist Varies from 
B.S. to
PharmD.

UABH
wards

• For cost and effective drug use Changes in drug 
sensitivity and/or 
resistance

User of email, 
WWW, Drug 
Utilization 
Information 
Systems.

High • Panel expert
• Operational: 

browse drug 
sensitivity.

Lab Bench 
Technician

B.S., M.S. in
microbiology

UABH lab Daily operational information Aggregate and counts, 
patterns of drug 
sensitivity changes

Familiar with 
LIS

Low Operational: 
browse drug 
sensitivity.
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not see the opinions of the out-group panelists in the feedback. However, feedback to the 

out-group panelists would include the opinions of both groups.

For this experiment, there was a 6-member in-group panel and a 1-member out

group panel. The in-group was the collaborating panel in this research to produce the 

collaborative interpretation of the DMSS patterns. The in-group panel consisted of two 

infectious diseases physicians, two critical care physicians, a pharmacist, and a clinical 

microbiologist. One of the infectious diseases physicians was on the ICC. The other panel 

members were recommended by members of the ICC. The two critical care physicians 

were recommended by infectious diseases physicians. In general, critical care physicians 

have not been on the ICC; however, the chair of the ICC thought their input could be 

useful because of the patient types they work with. The in-group panelists were asked to 

provide self-assessments of their computer skills, and the result is shown in Table 5.

Most of the experts’ computer screen resolutions are 640 pixels by 480 pixels.

Table 5. Summary of panelists’ self-assessment of computer skills

1
(Novice) 2 3 4

5
(Expert)

General skill (keyboard, mouse) 0 0 1 1 3
Email 0 0 2 1 2
Web browsing 0 1 0 2 2
Web form filling 1 1 0 2 1

Due to subject confidentiality, the profiles of the in-group panelists are 

summarized in Table 6. The ages of the panelists ranged from early thirties to fifties. The 

panel consisted of both male and female participants.
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Table 6. Profile summary of expert panel

Infectious
Diseases

Physicians
Critical Care 

Physicians Pharmacist Microbiologist
Training M.D. with 

Infectious diseases 
specialty training

M.D. with 
specialty training 
other than 
infectious diseases

B.S. Pharmacy 
with Residency in 
general practice 
and infectious 
diseases

Ph.D. in 
microbiology

Clinical care 
responsibilities (as 
% of work time)

>50% >50% 50% 0%

Work schedule Varies, weekday 
range from 
7:00am-6:00pm. 
Weekends, and 
take calls at home.

Varies. Weekday 
range from 
6:00am-6:pm, 
weekends, on call 
at night

Routine week day 
hours and one 
weekend per 
month

Flexible

Interruptions while 
at work

Moderate to
excessive

High Moderate to high Low

Ease of scheduling 
meetings

moderate Range from 
difficult to 
impossible

Moderate if at 
certain time of the 
work day

Not hard

Use of electronic 
data on the job

Medical libraries 
(Medline, 
Pubmed), PIS, LIS

Medical libraries 
(Medline, 
Pubmed), PIS, LIS

PIS, LIS,
Pharmacy Bulletin, 
Micromedex

Libraries

The out-group panel consisted of only one expert who did not join the experiment 

until the second month of data. When compared to the six in-group panelists, this expert 

had the rare attribute of also being very knowledgeable in data mining. This provided the 

opportunity to observe how a data-mining-knowledgeable domain expert would perform 

when compared to the other domain experts. This also provided the additional 

opportunity to observe if the group would influence the individual.

The criterion judge was Dr. Kirk Avent, who is a professor at the University of 

Alabama at Birmingham, the Department of Medicine, Division of Infectious Diseases. 

He recently retired from a clinical appointment at UABH and as the head of Infection 

Control at the Birmingham Veterans Administration Hospital. Dr. Avent has thirty-four 

years of experience as an infectious diseases clinician and in infection control. He has a
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distinguished career as a physician, head of infection control of hospitals, and member of 

a faculty of medicine. He was honored with many awards. Dr. Avent is a skilled user of 

computers and information technology. He was introduced to the DMSS infection 

surveillance method for quite some time before he performed the criterion evaluation. He 

has also advised the author on the patient charts review task in this research.
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CHAPTER 4 

METHODOLOGY 

A CIS prototype was developed to conduct the experiment needed to test the 

hypothesis of this research. This chapter describes the design of the CIS prototype and 

the experimental design using CIS. The prototype provided an interactive environment 

for collaborative interpreting of the patterns generated by DMSS for hospital infection 

surveillance. However, the group-process components of the CIS prototype were 

developed as a domain-independent Java package that could serve as building blocks for 

other group-decision-support Java applications.

4.1 CIS Prototype

The CIS is a web-based client-server system that implements the three conceptual 

subsystems shown in Figure 3 of Chapter 1: 1) the Group Support Server; 2) the Data- 

mining Server; and 3) the Interpretation Client. The following sections describe the 

design of these subsystems in the CIS prototype.

4.1.1 Prototype Architecture Using the J2EE platform

The CIS prototype was developed and deployed using the Java 2 Enterprise 

Edition (J2EE)8 platform from Sun Microsystems. The CIS software components were

8 Sun Microsystems’s J2EE website: http://developer.java.sun.com/developer/products/j2ee

36
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implemented using JavaServer Pages (JSP), JavaBeans, helper Java classes, and 

Enterprise JavaBeans (EJBs), along with Dynamic HyperText Markup Language 

. (DHTML), and client-side Javascripts. The Java Database Connectivity (JDBC) 

application programming interface was used to interface to a relational database 

management system (RDBMS) using SQL (Structured Query Language). The RDBMS 

used was Cloudscape, which was bundled with the J2EE development kit.

The J2EE platform was chosen for developing the CIS prototype for the following 

reasons:

1. It offers an integrated platform for development and deployment of the 

multiple-tier web application. It integrates the various Java technologies, such 

as JDBC, JavaMail, and JSP into one environment. The platform allowed the 

developer to focus on the application rather than the low level details.

2. It manages the low level communications details, such as stubs for COBRA 

and BOP/RMI. Otherwise, the network programming part would have been 

quite a bit of work by itself.

3. The JSPs and servlets are lightweight processes, as compared to the traditional 

CGI processes, which provided better performance.

4. The version from Sun Microsystem was free for educational use. In addition, 

it was bundled with a RDBMS, Cloudscape.

The prototype used a Model-View design. It is a simplified form of the Model- 

View-Controller design pattern [60]. In a Model-View design, the logic of user interface 

is separated from the data access and the logic that models the business rules. In the CIS
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prototype, such design separates the logic that modeled the Delphi process and the 

database access from the logic that manages the user interface.

The user interface, the view, is domain specific because it uses terminology and 

conventions of the medical field, especially related to infection surveillance. In addition, 

it is also specific to the data-mining methodology to a certain extent. For example, DMSS 

patterns are association rules. Therefore the CIS user interface displays the patterns as 

described by the rales. If a different data-mining method were used (e.g. decision trees), 

then the pattern display would be different.

On the other hand, the Delphi process logic, the model, is neither specific to the 

application domain nor to the data-mining methodology. Therefore, separating the 

functionalities of the user interface from the software that models the Delphi Method 

allows the reuse of the Delphi components for other group decision-making applications. 

The data storage mechanism interface, i.e., the interface to the DBMS, is also 

independent of the user interface and is part of the model.

The CIS Model-View design was implemented using the three-tier software 

architecture in the J2EE environment. Figure 7 shows the three-tier CIS architecture. The 

first tier is the Interpretation Client, which is a web tier application. The second tier forms 

the Data-mining Server and the Group Support Server. The Data-mining Server is 

implemented using the EJB Session Bean. It implemented the functions to access the 

DMSS patterns. The Group Support Server is implemented using the EJB Session Bean 

and Entity Beans. It implements the Delphi process and the access to the interpretation 

databases. The Session Bean handles the non-transactional access to the interpretation 

database. The Entity EJB handles the transactional access to the interpretation database.
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Figure 7. CIS software architecture in the J2EE environment
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The third tier is the database management system for data storage. The EJBs are 

responsible for the communications to the database management system.

4.1.2 The Group Support Server

The Group Support Server implements the adapted Delphi method described in 

section 2.2.1. The core of the Group Support Server was implemented as a domain- 

independent Java package called groupSupport. Since the package is a collection of Java 

classes, it can be used in a regular Java application or a J2EE application such as the CIS. 

In the CIS, the Java classes in the package serve as the helper objects to the session EJB 

to provide the Group Support Server functions. The following are the major functions of 

the groupSupport package:

1. Compute the group aggregate vote as new votes are received and return the 

new aggregate values as result.

2. Store ongoing interpretations in the Interpretation database.

3. Determine vote stability. For the research, this function determines if the 

ranking of the current round has changed from the previous round. If there is 

no change, then vote stability is declared. The method to determine stability in 

CIS is described in section 4.1.2.2 below. Alternative methods for stability 

determination could be added to the package for other group process 

applications.

4. Track the round number.

5. Send email notifications to the panelists about round change.

6. Store and retrieve comments to and from the database.
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7. Update comment and comment status. This function was used to support the 

moderator in reviewing, editing if necessary, and deciding whether to approve 

the comment for panel’s viewing.

8. Send messages to notify the moderator when comments are received.

9. Obtain votes from Interpretation Clients.

The groupSupport package also supports two other features that are useful for 

group experimentation:

i. In-group / Out-group members: this feature allows a group administrator to 

designate whether a member is part of the group or not. An in-group member 

is considered part of the group, and the member’s input is included in the 

computation of the group’s aggregate interpretation. An out-group member is 

not part of the group. The member may or may not know that he or she is not 

in the group when using the CIS. The input of the out-group member is not 

included in the computation of the group’s aggregate interpretation. However, 

the out-group member’s input and the group’s aggregates are used to create 

the aggregate feedback for the out-group member. Therefore, the out-group 

member will see the whole group’s input in his or her feedback. The in-group 

members, however will not see the out-group member’s input. Such a feature 

could be useful in a number of ways:

a. To obtain input from additional experts without influencing the existing 

group.

b. To observe how a user performs before deciding to add that user to the 

group. It can also be used in the CIS training phase of a user.
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c. To observe how the group would influence the out-group member without 

affecting the group.

ii. Quorum level: This is the percentage of in-group members that have to 

participate in a round before the Delphi proceeds to the next round. This 

feature would allow a panel to move on if a small percentage of members are 

behind schedule. For the current research, the quorum was set at 100% 

because the panel was small.

The Group Support Server uses the groupSupport package to implement it’s 

functions. In addition to the above groupSupport functions, the Group Support Servers 

implemented the following functions:

1. Accept request for group aggregate and comment data from the Interpretation 

Clients.

2. Return group aggregate and comment data to the Interpretation Clients.

3. Retrieve the user profile from database for presentation preferences and return 

such preferences to the Interpretation Clients.

The Group Support Server was implemented as a Session EJB. Therefore, it 

communicates with the Interpretation Client using the Internet Inter-ORB Protocol 

Remote Method Invoke (IIOP-RMI) of the J2EE.

4.1.2.1 CIS Collaborative Interpretation Representation

Experts provide interpretations for each of the patterns returned by DMSS. The 

basic content of a CIS interpretation consists of an importance rating, a set of “clickable” 

reasons, and free text entries for reasons that are not covered by the clickable ones. The
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free text entries are optional. They provide an additional channel for the experts to share 

questions or opinions about the patterns. The importance rating is a Likert scale of 1-5, 

where 1 is the least important and 5 is the most important. Figure 8 shows a pattern as it 

appeared in the CIS interpretation screen. The right panel is the area where the user 

entered the importance rating and the reasons.

ID iv ."  oi,. _ jOntcome iaooi 3aooi 4/2001

2039 HTIC
BBSOCOKlW

=> i! AUREUS | 
resp; ;

==SS=S-
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Figure 8. A pattern in the CIS user interface showing the interpretation data

There are two types of clickable reasons. The first type is a set of mutually 

exclusive choices that is represented as a set of related radio button choices in a 

Graphical User Interface (GUI). The second type is a single selectable item that is 

represented as check boxes in the GUI. The clickable reasons provide a set of frequently 

used reasons to support the judgment of a pattern’s epidemiological importance. The 

intention is to reduce the amount of typing required of the users and hence reduce the 

interpretation time and promote input. The clickable reasons were designed the input 

from the domain experts.

There are two clickable reasons of the first type:

1. Pattern: this refers to the DMSS pattern. The choices are expected and

unusual. Expected means that the user thinks it is not uncommon to see such 

kind of infection relationship in hospitals. Unusual means otherwise.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



44

2. Outcome: means the number of isolates found in the outcome group of the 

DMSS pattern. Not high means the number is within the usual expectation, 

and too high means otherwise.

There are four clickable reasons of the second type:

1. Isolates cluster by time: means isolates reported in the pattern are from 

specimens around the same time frame.

2. Isolates cluster by location: means isolates reported in the pattern are from 

specimens of the same location.

3. Unexpected organism: means the expert usually does not expect such an 

organism in the kind of relationship reported by the DMSS pattern.

4. Unexpected source: means the expert usually does not expect the kind of 

relationship reported by the DMSS pattern to come from the specimen 

sources.

4.1.2.2 Determination o f Round Stability

The strength of the Delphi Method is the ability to capture both agreements and 

differences in opinion. Therefore, in order to determine when to end a Delphi process, 

testing for round stability is more appropriate than measuring to determine if consensus is 

achieved. Round stability measures the stability of the panel’s vote distribution curve 

over successive rounds of the Delphi. The stability of the vote distribution is used as the 

criterion for ending a Delphi process, because the interest is in the opinion of the panel 

rather than that of individuals.
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Scheibe’s histogram comparison method [53] was particularly applicable for 

analyzing the round stability for the small expert panel. Table 7 describes the algorithm 

to compute the percentage change between two successive rounds R, and Rj+i using 

Scheibe’s method of histogram comparison of vote distribution.

Table 7. Algorithm to compute the percentage change between two rounds

1. Subtract the histogram of Rj+i from Ri columnwise and take the absolute value of 

the column differences. Each column correspond to a rating unit. For the Likert 

scale of 1-5 used in CIS, there are 5 columns in a vote distribution.

2. Sum the absolute value of the column differences to form the total units of change.

3. Compute the net person-changes: net person-changes = total units of change / 2. 

This is because any one participant’s change of opinion is reflected in the 

histogram differences by two units of change.

4. Compute the percentage change:

percentage change = (net person-changes / number of panelists) *100

Figure 9 shows the histograms of three rounds for pattern 6299 of July 2001. The 

percentage changes between Rounds 1-2, and between Rounds 2-3, computed using the 

algorithm, are 33% and 0% respectively.

After obtaining the percentage change between two successive rounds for a 

pattern, the next step is to determine what represents a reasonable cut-off point at which 

the response may be said to be unchanged and the group opinion stable. Scheibe used
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observed probability of movement to compute a change level that allows the distinction 

to be drawn between expected “oscillatory movement” versus strong group movements 

that represent real changing opinion [53]. Oscillatory movements are noise. The change 

level represents the expected base oscillatory movement. Scheibe determined a 15% 

change level to represent a state of equilibrium when a rating scale of 1-10 was used [53]. 

This change level was used as a threshold to compare with the percentage change 

between two rounds for a pattern. A percentage change that is smaller than the threshold 

indicates that the aggregate vote distribution is considered stable, and the Delphi iteration 

ends. CIS used a rating scale of 1-5, therefore a more conservative change level of 7% 

was used as the threshold. For pattern 6299 of Figure 9, the group’s opinion on the 

importance of the pattern is considered stable after Round 3 because the change 

percentage between Rounds 2-3 is 0%.
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Figure 9. Pattern 6299 July 2001 ratings distribution
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For this research, the stability of the importance rating for the set of patterns for a 

month is of interest rather than the individual patterns. This is because it is not necessary 

to subject the panel to another round just because a few patterns cannot reach stability. 

Therefore, in CIS’s last step of round stability computation, the change percentage of all 

of the patterns of the month are aggregated and then divided by the total number of 

patterns to obtain an average percentage change for the pattern set between two 

successive rounds. The average percentage change is then compared to the threshold of 

7.5% to determine round stability. Table 8 shows the modified algorithm used in CIS.

Table 8. Modified algorithm to determine the round stability of a pattern set

For each pattern in the set:
1.

i. Subtract the histogram of Ri+i from Rj columnwise and take the absolute value 

of the column differences.

ii. Compute: total units of change = sum of absolute value of all column 

differences

iii. Compute: net person-changes = total units of change / 2

iv. Compute: percentage change = (net person-changes / number of panelists) *100

2 .

Compute: average percentage change = Sum of percentage change of all of the 

patterns in the set / number of patterns

3. Compare the average percentage change to the threshold to determine stability
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4.1.3 The Data-mining Server

The major functions of the Data-mining Server are as follows:

• Accept pattern requests from the web tier Interpretation Client.

• Retrieve the requested data from the patterns database.

• Return the patterns to the client.

The Data-mining Server is being implemented as a session EJB responsible for 

composing SQL queries to search the patterns database based on the requests from the 

clients.

4.1.4 The Interpretation Client

The Interpretation Client subsystem implemented the display functions of the user 

interface and the logic to support user actions.

The Interpretation Client functions include the following:

1. Communicate with the Data-mining Server to obtain the DMSS patterns.

2. Generate the DHTML to display the current month’s patterns and the Delphi 

feedback data.

3. Collect the user's interpretation in the form of ratings and reasons. The ratings 

and reasons are saved as work in progress on the J2EE server until the user 

clicks at the Submit button to submit the interpretation.

4. Communicate with the Group Support Server to submit a user's input and to 

obtain the group's decision

5. Save a user’s state of usage so that if the user left in the middle of a session, 

the user state is restored when the user logs in again at a later time. This is
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necessary because most of the panelists have a high level of interruption on 

their jobs. This function requires that every user input (a mouse click or 

keystroke) is sent to the Interpretation Client and saved.

6. Supports a monitor function. This function allows a user to indicate that a 

pattern should be monitored in the next month. When the next month’s 

patterns are displayed the first time to the user, the Interpretation client checks 

if the monitored pattern is in the new pattern set. If it is, then the monitor 

check box of the pattern will be set to alert the user of the recurrence of the 

pattern.

7. Sends a notification or alert using JavaMail to the developer, the author, 

regarding any exceptions detected. This function allows the developer to take 

action about the exceptions as soon as they occur.

8. Uses error JSPs to display a friendly message to the user in the event an error 

happened on the web tier of the application. The error JSP will also invoke the 

notification function to notify the developer of the actual exception.

9. Logs the usage of some user interface features by each user. The features 

logged were drill pattern history, drill patient isolate listing and antibiograms, 

and viewing of elaborated reasons. The logs are useful for determining which 

features are useful.

10. Keeps records of logins and submissions. These records are used to determine 

the time to decision for the efficiency evaluation of the CIS. The records are 

stored in the database.
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11. Stores the users’ estimates on time spent in performing the interpretation.

Each time a user submits ratings and reasons using the submit button, the user 

interface asks the user for an estimate of time spent in the session before 

submit. A comparison of such estimates to the data collected in Function 10 

above may be useful in determining the user’s perception of the demand of the 

system on their time.

12. Maintains users’ profiles in a database. The profiles include the role of the 

user in the domain, such as pharmacist or infectious diseases physician.

The Interpretation Client is of a set of software components that runs in a J2EE 

server. These components are implemented as JSPs, JavaBeans, and Java helper classes. 

The JSP and JavaBeans together serve the user’s requests and dynamically generate the 

response documents in the form of DHTML. JSP was used to encode the user interface 

layout using DHTML and Java scriptlets. JSP was used because it allowed the developer 

to see the flow of the final DHTML page. In the author’s opinion, they were easier to 

write and modify than servlets for presentation heavy applications. JSPs were compiled 

into Java servlets by the J2EE container at execution time.

The JavaBeans and the helper classes communicate with the Group Support 

Server for requests of retrieval and storage of interpretation data, and with the Data- 

mining Server for the retrieval of the DMSS patterns. They serve as the barrier to 

separate the model logic from the user interface logic. The Interpretation Client user 

interface prototype is described in the next section. The Interpretation Client generates 

the DHTML. The DHTML documents are sent to the web browser using the HTTP 

protocol. The DHTML documents use client-side JavaScript to perform local checks and
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allow users to control the display of these data. The user functions supported by the 

Interpretation Client are described in the next section.

4.1.5 User Interface Design

The DHTML generated by the Interpretation Client presents the CIS user 

interface in the web browsers Netscape 4.0+ or Microsoft Internet Explorer 5.0+. Java 

applets and Java client applications were not considered as implementation options for 

the development of the user interface because the users had the option of using any of the 

computers on the hospital floors to participate in the experiment. The research team was 

not allowed to install applications on these computers, including plug-ins that would 

enhance the performance of Java applets. Therefore, the user interface must be viewable 

by using the web browsers only.

To create a coherent application front end for the users, the web user interface is 

labeled as the “Infection Surveillance System” on the screen. As far as the users are 

concerned, it is a system that presents discovered infection patterns and conducts the 

Delphi process to obtain their opinion, individually and as a group, on the priority of 

these patterns. The following principles guided the CIS user interface design:

1. Require minimum number of clicks to get to the data.

2. Minimize typed input. The purpose is to prevent user errors and to reduce 

user’s time required to use the system.

3. Use similar screen layout for every round of Delphi, with the group feedback 

data displayed on a screen similar to that of the first round. This would
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eliminate the individual and group-work transition problem reported by

Grudin [26].

4. Adopt the reflexive perspective of collaboration in the design of the CIS. The 

reflexive perspective emphasizes the importance of catering to the 

individual’s preferences in the collaborative environment [15]. The CIS 

achieved this by providing a simple search function within a pattern set, 

pattern sort functions, user-selectable profile parameters to indicate display 

preferences, and print functions to support users who prefer to work offline 

using hard copy.

The best way to explain the functions of the CIS functions is to review the user 

interface. The CIS user interface for the expert panel consists of four screens. In addition, 

a web-based user interface for the researcher to monitor the progress of the Delphi 

process was also developed. An example screen of the researcher’s user interface is 

shown in Appendix C. The four screens that forms the expert panel’s user interface are 

explained below.

4.1.5.1 Interpretation Screen

Figure 10 shows the screen for interpretation. Explanation for each of the fields 

follows.

1. Attributes list boxes: lists the attributes found in this month’s pattern descriptions. 

Each list box represents a category of attributes (e.g. Microbes). Clicking on the items 

in the list displays the patterns with the selected attributes in either the surveillance 

group or in the outcome description. Multiple attributes selected in a list box have the
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logical OR (A) relationship. Attributes selected in different list boxes will have the 

logical AND (+) or QR(A) relationship based on the setting of the selection in 2.

2. The between attribute category logical operator. User can select AND(+) or OR(A) to 

constrain the patterns to be displayed in the bottom half of the browser window.

3. Show button: click to show only the patterns with the selected attributes according to 

the chosen between attribute category logical operators.

4. Pattern identification number (pattern id): a CIS-assigned number to uniquely identify 

a pattern described by a specific set of surveillance group and outcome attributes. The 

same pattern ID is used when the pattern appears in other months. The pattern ID 

field is a clickable link to display the history of the pattern in the pattern database.

5. Printable button: click to display a printer-friendly version of the screen.

6. Patterns description pane: this pane displays the patterns description. It consists of 

four columns, described from left to right as follows: Column 1 lists a unique ID for 

each pattern. Clicking at a pattern ID displays the history of the pattern. Column 2 

lists the attributes that describe the characteristics of the surveillance group of a 

pattern. Column 3 is the association rule symbol (=>) that indicates the relationship of 

the outcome to the surveillance group. It means that in the set of isolates described by 

the surveillance group attributes, they also have the attributes described in the 

outcome pattern. Column 4 describes the attributes of the outcome pattern.

7. Actual number of patterns displayed: shows the number of patterns that meet the 

criteria selected in the attribute boxes described in 1. For example, in Figure 7, the 

user selected to display patterns with the microbe P. AERUGINOSA only. Therefore, 

the number of patterns displayed was 6.
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8. Isolate ratios and locations pane: this pane displays the outcome/surveillance group 

isolates per month in the form of a ratio. Putting the mouse over the ratio displays an 

explanation of the ratio in the status line at the bottom left of the browser window. 

Clicking at an isolate ratio displays the detailed patient antibiogram for each isolates 

in the outcome group of the corresponding pattern. Under each clickable ratio is a list 

of the locations where the outcome isolates are collected, e.g., MICU(3) means three 

of the outcome isolates of the month is collected from MICU patients. For the ratios 

of the current month, the data analysis window is also displayed. They are the 

numbers in [ ] [ ] following the list of locations (e.g. [9] [3] means the trend of the 

most recent three months’ isolates were compared to the nine-month trend prior to 

the three recent months). The color-coding scheme used in this pane is as follows: 

Deep pink is the month that a pattern is discovered. Light pinks are the most recent 

months that support the discovery of the pattern. The light yellow months are the 

prior months that do not cause or support a pattern to be generated. Deep blue are 

patterns of improvements. Light blues are the supporting months.

9. A outcome / surveillance-group ratio: This ratio indicates the number of outcome 

isolates among the number of surveillance-group isolates. The ratio is a link to the 

listing that shows detailed results of the tests on the isolates.

10. Submit / Re-submit button: use this button to submit the user’s importance ratings 

and reasons to be compiled with the group’s. When the user clicks at this button, the 

system also asks the user to enter an estimate of the amount of time the user has spent 

reviewing the patterns and entering judgments during that session. In the first round, 

this button is labeled as Submit. It is labeled as Re-submit in the subsequent rounds.
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When this button is clicked, the system asks the user to submit an estimate of the time 

spent on the session.

11. The Delphi pane: this is the pane where the user enters his or her importance ratings 

and reasons. There are four pre-defined categories of reason that the user may click 

to select. The choices for the categories of “Pattern” and “Outcome no.” are mutually 

exclusive, and hence are represented by radio buttons. The choices for the “Cluster 

by” and “Unexpected” categories are not mutually exclusive, and hence the users 

were asked to check as many as he or she deem applicable. To minimize the user’s 

work, the Importance score is set at a default value of 1 (least important), and the 

default reason is Expected Pattern.

The user may also enter short reasons in the “Others” textbox and press the 

“Enter” key to save each short reason entered. The user may elaborate on his or her 

reasons by clicking the “Elaborate” link for a larger textbox. Starting Round 2 of the 

Delphi process, the user may also view other panelists’ written reasons by clicking 

this link. A flag is displayed to the left of “Elaborate” if there are user-entered short 

or elaborated reasons. The flag is red if the user has not viewed the new reasons 

associated with this pattern. The flag is green if the user has already reviewed the 

latest reasons.

The “monitor” check box is an experimental feature that allows the user to 

indicate that the user would like the system to notify him or her if the same pattern is 

discovered in the future.

12. Sort selection list: The user selects a choice from this list to display the patterns in the 

order that the user prefers. In Round 1, the default order is by pattern ED. From
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Round 2 onward, the default is by the group’s ranking in ascending order. A group 

rank of 1 means the pattern is the most important. The possible sorting orders are:

a. Descending on group’s importance ranking;

b. Ascending on group’s importance ranking;

c. Descending on the user’s importance ranking;

d. Ascending on the user’s importance ranking;

e. Ascending on pattern identification numbers.

13. Round indicator: indicates the current round number in the Delphi process.

14. A row across the three pane corresponds to a pattern’s information that is described in 

items 5 - 7 .

15. Group’s rating distribution: The importance rating drop-down list displays the 

percentage of panelists who voted for each rating from 1 to 5.

16. The pattern’s ranking based on the group’s current average importance rating. The 

most important pattern is assigned the rank of 1.

17. The group’s current average importance rating for the pattern.

18. Summarizes the list of selected attributes and the logical relationship between them.

19. The month that the pattern set was generated.

20. The total number of infection patterns generated by DMSS in this month.

21. Navigation bar: the most important tabs for this experiment are “Interpret” and 

“Feedback.” The “Prior Alert” tab allows the user to view prior months’ patterns in 

the pattern database. The user interface of the “Prior Alert” tab is similar to that of the 

“Interpret” tab except that in the “Prior Alert” user interface, the user may choose the 

range of months for which to display the DMSS patterns.
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4.1.5.2 Elaborated Reason Screen

Figure 11 shows the user interface for the input and review of elaborated reasons. 

Explanation of the fields of the elaborated reason screen:

1. Description of the pattern.

2. Reasons submitted by the group members are listed here.

3. Text box for entering elaborated reasons,

4. Submit button: click to submit the elaborated reason entered in the text box.
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Figure 11. Elaborated reason user interface

4.1.5.3 Patient Isolate Test Result Screen

The purpose of this screen is to display the test results of the patient specimens 

that caused the generation of the DMSS patterns. Figure 12 shows the Patient Isolate Test 

Result Screen. This screen is displayed when the user clicks at an outcome/surveillance- 

group ratio in the Interpretation screen. The patient isolate test result listing corresponds
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to the time period of the ratio, and the pattern is displayed in this screen. Explanation of 

the fields in the Patient Isolate Test Result Screen:

1. Pattern description.

2. Month of the specimens.

3. Information of a primary isolate from a patient specimen.

4. Information of duplicate isolate from a patient specimen. DMSS used the 

following criteria for determining duplicate isolates: 1 isolate per patient per 

organism within 30 days with susceptibility pattern or phenotype plus or 

minus 2 drug changes.
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Figure 12. Patient isolate test result screen
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5. Antibiograms: this is the test result. An antibiogram indicates whether the 

organism is susceptible (S~), resistant (R~) or intermediate (I~) to an 

antibiotic. For duplicate isolates, the antibiograms only contain the results that 

are different from the primary isolate.

6. AccNumber: specimen identification number.

7. Source: source of the specimen from the patient.

8. Location: the hospital location of the patient when the specimen was taken.

9. Specimen date: the date that the specimen was taken.

10. Organism: the organism found in the isolate.

11. Patient code and admit date: patient code is an internal identification assigned 

to each patient for the purpose of this study. It is not the hospital’s patient 

identification number. The admit date is the date that the patient was admitted 

to the location where the specimen was taken.

4.1.5.4 Pattern History Screen

The purpose of the Pattern History Screen is to show all of the events related to a pattern 

over time. This display provides a graphical way to visualize the history of the pattern. 

This screen is useful if there are many years of data in the pattern database. Figure 13 

shows the Pattern History Screen.

Explanation of the field in the Pattern History Screen:

1. Pattern description.

2. Patten history timeline. The periods in the timeline are indicated by month and 

year.
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3. Histogram of outcome and surveillance isolate counts. Within a time period,

e.g. July 2001, the left-hand bar is the outcome isolate count and is color 

coded red. The right-hand bar is the surveillance isolate count and is color 

coded cyan. A broken bar means that the bar was scaled to fit into the display.

4. Outcome / Surveillance count ratio: this ratio represents the same information 

as the histogram. It is a clickable link to the corresponding Patient Test Result 

screen.

5. Location summary -  summarizes the locations of the patients where the 

outcome isolate specimens were taken.
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4.1.6 Interface to DMSS

The output of DMSS is a text file that contains listings of patterns. A sample 

pattern listing is in Appendix 1. An interpreter was written in Java to parse the text file 

and store the pattern and isolate data into the pattern database. In a DMSS text file, a 

thread ID identifies a pattern within a month’s data. However, when the same pattern 

appears again in future months, the thread ID may be different from the one assigned for 

this month. Therefore, thread ID is not a unique identifier for a pattern that occurs in 

more than one month. However, in the pattern database, each pattern is assigned a unique 

CIS pattern identification number that serves as the primary key of a pattern record in the 

database. A DMSS pattern is uniquely described by the attributes of its surveillance 

group and outcome isolates. If a pattern with the same attribute description appears in a 

future month, the new data will be associated with the same pattern ID so that a history of 

the pattern is maintained. The interpreter performs the matching of the pattern 

descriptions.

4.1.7 The Database

A relational database is used to store the input and output of the CIS. The 

database for the research is local to the J2EE server environment. A number of database 

tables are used to manage the data in this research. The database tables were designed to 

accommodate the uncertainty of the DMSS data. A brief description of each type of 

database table follows.
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4.1.7.1 Pattern Tables

These database tables contain DMSS output. This data set includes the pattern 

definitions, descriptions of the attributes being monitored, the pattern history, encoded 

patient reference number for each pattern, and DMSS analysis parameters. If additional 

data elements are required for drill down capability, they will be added after further 

analysis.

4.1.7.2 Group Vote Tables

These database tables contain the group’s ongoing interpretation of the patterns. 

They store the ongoing intermediate output of the collaborative interpreting process. The 

content of the database forms an audit trial of the ratings and reasons submitted by the 

panel. It includes the group’s aggregate interpretations generated by the Group Support 

Server. The composition of a group interpretation object for a given pattern is as follows:

1. The pattern identification number.

2. The date the pattern was generated.

3. The aggregate vote of the group for importance rating, and the clickable reasons.

4. The round number.

5. Vote timestamp.

6. Stability indicator (True means group vote is stable).

4.1.7.3 Individual Vote and Data Usage Tables

These database tables contain an individual’s ongoing interpretation of the 

patterns and data about his or her usage of the functions presented by the CIS user
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interface. The content of the database forms an audit trial of the ratings and reasons 

submitted by an individual. The composition of an individual’s interpretation object for a 

given pattern is as follows:

1. The pattern identification number.

2. The expert’s identification number.

3. The expert ’ s votes.

4. Round number.

5. Vote submit timestamp.

6. The number of times the pattern’s patient reference links are used.

7. The number of times the pattern history is viewed.

The individual vote tables and the group vote tables provide the data for the study 

of the effect of the Delphi process on the individuals' and group's interpretations. During 

the experiment, these data were analyzed on a continuous basis to identify problems, and 

to determine the group’s responsiveness and the usefulness of the drill down of patient 

references and pattern history.

4.1.8 Patient Data Security in CIS

CIS used J2EE’s web tier default authentication mechanism. Users are required to 

login with a valid user name and password. The user login names and passwords were 

set up using J2EE’s realmTool. The J2EE authentication mechanism verifies the login 

data and grants access for valid users to retrieve patterns and participate in the Delphi 

process. In addition, patient medical numbers were not used, in order to prevent
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identification of individual patients. Instead a patient code for the research was used to 

identify the patient test results from the hospital LIS.

4.2 The Experiment

The purpose of the experiment is to examine the hypothesis that the results of 

collaboration are better than the results that can be obtained by any single member of the 

group. The experiment was conducted using the CIS prototype and the patterns generated 

by DMSS. Retrospective data from the UABH LIS from June 2000 to October 2001 was 

used to generate DMSS patterns. UAB Internal Review Board (IRB) approval for using 

human subjects was obtained before the experiment began. An image of the IRB approval 

is in Appendix E. The experts were the human subjects of the experiment.

4.2.1 The Subjects

The subjects were the panel of six multi-disciplinary experts from UAB Hospital: 

two infectious disease physicians, two critical care physicians, one pharmacist, and one 

clinical microbiologist. Section 3.5 describes the profile summary of the experts. The 

panel was anonymous to prevent the existing power structure at UABH to influence 

decisions. All of the members on the panel were set up as in-group members. They were 

the collaborating members and were the focus of this experiment.

In addition to the six-member panel, one expert was added as an out-group 

member in the second month of the experiment. As described in section 4.1.2, Group 

Support Server, the out-group member’s input is not included in the computation of the 

group aggregate for the experiment. Therefore, the in-group panel was not influenced by
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the out-group member. However, the feedback to the out-group member would include 

his or her input together with those of the in-group panel.

4.2.2 The Panel’s Task

The task of an expert was to use the CIS user interface to collaborate with the 

panel to judge the importance of the DMSS patterns with regard to hospital epidemiology 

investigation priorities. The goal for the panel was to identify the most important patterns 

to investigate, assuming that there were limited resources for investigation. The experts 

do so by assigning importance rating to the DMSS patterns and optionally provide 

reasons to justify their judgments. The CIS computed the group’s average rating for each 

pattern to determine which patterns the group considered important. The panel was 

instructed to use the following meaning for the importance ratings:

1 = least important (basically, the expert does not care to see such pattern in the

future).

2 = not important for now (do not waste resources to investigate).

3 = mildly important (if there are unused resources, maybe follow up on it).

4 = important (not necessarily immediately, but should consider as an action item

soon).

5 = very important (immediate action).

4.2.3 Experiment Design

The CIS and the DMSS patterns were used for conducting the experiment. The 

experts were provided individual training by the author before the experiment began. The
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training sessions ranged from 30 to 40 minutes. The subjects were informed that the CIS 

Delphi process for a set of patterns is expected to continue for a maximum of four 

rounds. The estimated time needed for each round is about 45 minutes. Therefore, the 

potential total time of participation each month is 3 hours (4 x 45 minutes).

The duration of the study was 5 months. The patterns from April to August 2001 

were used as the 5 pattern sets. The number of patterns per month ranged from 22 to 40. 

The total number of pattern for the 5 months was 146. In the 5-month study, the panel 

members were presented a set of patterns each month for evaluation. The following 

procedure was used each month:

1. Send email to notify the panel that the patterns are ready for review and the 

Delphi process begins.

2. In the first round, the experts rate the patterns independently and submit their 

importance ratings and optional reasons.

3. Once the whole panel has submitted their ratings, the CIS computes the group 

average rating and determines the ranking of the patterns based on the average 

importance ratings.

4. CIS sends out email to notify the panel that the next round starts.

5. Experts re-examine the patterns and review the feedback to decide if they 

want to change their ratings. The feedback includes the group's average rating, 

distribution of the ratings, the ranking based on the average rating, and 

reasons.

6. Experts re-submit their ratings and/or new reasons.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



68

7. Once the whole panel has submitted their ratings, the CIS computes the 

group’s aggregate ratings and performs the stability test that is described in

4.1.2.2. If stability has not been reached and the round number is less than the 

maximum of 4, then steps 4-7 are repeated.

8. If stability has been reached or four rounds have gone by, start the approval 

round. In the approval round, the group aggregates and the individual ratings 

and reasons are displayed, but the user is no longer allowed to change those 

values. The panel members are to review the patterns’ ranking, with focus on 

the five most important ones, and to submit their decision to approve or 

disapprove the final ranking. They do so by clicking at a thumb-up or thumb- 

down icon.

9. Once the approval round is completed, the Delphi process ends.

The following CIS parameters were used for this experiment:

i. Quorum level was set at 100%. That means all of the panel members must 

submit their ratings before the group could proceed to the next round.

ii. The maximum number of Delphi rounds is four.

The experts agreed to review the patterns and submit their interpretation using the 

CIS within a couple of days. If a user does not participate in a timely manner, the author 

contacts the expert by e-mail, phone call or office visit to determine if the user has 

decided to withdraw, or if he or she has experienced a problem with the system.
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4.2.4 Evaluation Design

To test the hypothesis, the individual's first round ratings, and the group's final 

round ratings, were compared pairwise to a criterion rating.

Besides the usage log data captured by CIS, a mid-study survey and a post-study 

survey were conducted to evaluate the usability of the CIS user interface and the usage of 

the feedback data.

4.2.5 Establishment of Criterion Rating

The criterion rating was established by the criterion judge Dr. Avent. In addition 

to the DMSS patterns, Dr. Avent was supplied with relevant patient chart data for all of 

the patients whose specimens test results were the source of the DMSS data. A total of 

240 patient charts were reviewed. The following patient chart data were collected through 

extensive patient charts review by experienced reviewers:

1. Reason for culture.

2. Fever status, including temperature.

3. Admit diagnosis.

4. Final diagnosis.

5. Final status (discharge or expire) and the corresponding date.

6. Method of culture taken.

7. Result of testing of culture.

8. Location history of the patient since admit date or up to thirty days prior to 

specimen date, whichever is more recent. Location history consists of the
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name of the location, start date and end date that the patient was at the 

location, and the bed number.

9. Procedure history of the patient since admit date or up to thirty days prior to 

specimen date, whichever is more recent. Procedure history consists of date 

and duration of procedure, name of the procedure, and the ordering physician 

or surgeon.

10. Antibiotics history of the patient since admit date or up to thirty days prior to 

specimen date, whichever is more recent. Antibiotics history consists of the 

name of antibiotic, start date and end date that the patient was given the drug, 

method of delivery (by mouth, intravenous or inhalation), and the ordering 

physician.

11. Whether the patient is a Cystic Fibrosis patient.

12. Patient’s symptoms related to a potential nosocomial infection according to 

the Centers for Disease Control (CDC)’s National Nosocomial Infections 

Surveillance (NNIS) System criteria [18].

13. Gender.

14. Race.

15. Age.

Dr. Avent used a user interface similar to the one used by the experts to review 

the patterns and enter his ratings and reasons. However, the user interface that he used 

contained the links to the patient chart summaries for each DMSS pattern. Therefore, he 

was able to investigate whether an outbreak was likely.
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The establishment of a criterion rating using extensive patient chart data was 

possible because retrospective data was used for the experiment and research funding was 

available. If DMSS and CIS were used for operational infection control, such extensive 

patient chart review would be both cost and resource prohibitive.
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CHAPTER 5 

RESULT AND ANALYSES 

In this research, the ratings of the panel of judges, both individually and as a 

group, were compared to the ratings of a single, independent judge who served as the 

criterion measure for evaluating the importance of the patterns. This criterion judge, Dr. 

Avent, was considered the “gold standard” for interpretation and evaluation for three 

reasons. First was his training and experience. He has had a long and distinguished 

career in the field of infectious diseases with over 30 years experience in hospital 

infection control. Both his experience in the medical field in general and in infectious 

disease control in particular were greater than any of the judges on the panel. The second 

reason his interpretation was considered the criterion was that, unlike the panel of judges, 

he could review relevant patient chart data in making his ratings, which gave him a 

decided advantage in interpreting the patterns. Third, he was familiar with the DMSS 

concept for quite some time before he performed the evaluation. Therefore, by his 

experience, access to information, and knowledge about DMSS, this judge was 

considered the “gold standard.”

5.1 The Data

The interpretation data collected in the experiment are shown in Appendix B and 

Appendix C. Appendix B shows the five months of ratings data. For all of the five 

months, the group’s ratings reached stability after round three, using the stability
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determination algorithm described in section 4.I.2.2. For the discussion of the results, the 

experts are assigned the identification of E l to E7. The criterion judge is denoted by “C” 

and the group is denoted by “G”. A round number notation of m where n is the round 

number is appended to the identification notations to indicate which round of rating is 

under discussion. Appendix C shows an example of the researcher web user interface that 

displays the ratings of all rounds in histograms, all of the elaborated reasons entered by 

the experts, and summaries of the clickable reasons as percentages of experts who 

selected them.

To test the hypothesis that group collaboration would lead to more effective 

interpretations of patterns than those possible by any individual, the data were analyzed 

with four techniques: 1) Kendall’s Correlation Coefficient of Rankings [56]; 2) an 

analysis using the sum of the differences of ratings between panelists and the criterion 

judge; 3) a graphical representation of the similarity of ratings between the panelists and 

the criterion judge; and 4) an analysis of hit rate and precision. Each method augments 

the others in gaining an overall understanding of the level of agreement between the 

panelists and the criterion judge.

The ratings of each panelist in Round 1 represent his or her best individual 

interpretation of the patterns without collaboration. The aggregate rating of the whole 

panel after the final round represents the best collaborative interpretation. Therefore, the 

experimental hypothesis predicts that, if the panelists benefited from collaboration, then 

their aggregate ratings in the final round should be more similar to the ratings of the 

criterion judge than their individual ratings from the first round. In the first round, there 

obviously was no collaboration, but by the final round, there had been multiple
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opportunities to consider the ratings and comments of other panelists. Therefore, the 

main focus of the analyses are the comparison of the criterion rating to the first-round 

rating of each expert on the panel and to the group’s final-round aggregate rating. The 

comparison of the criterion rating to that of the out-group expert is also included in the 

data for secondary discussion. In this chapter, the term “rater” refers to the individual 

experts and the group.

5.2 Kendall Rank-order Correlation Coefficient

Correlations provide a simple measure of relatedness between two variables. 

Likert scale ratings, such as those used in the present study, fall between ordinal and 

interval levels of measurement. The more conservative approach for data analysis in 

these cases is to use an ordinal, non-parametric correlation.

A commonly used non-parametric technique to compare the correlation between 

two sets of rankings from two subjects is the Kendall rank-order correlation coefficient, 

often referred to as Kendall’s tau [56]. The ratings collected in the experiments were 

converted into rankings, and the Kendall rank-order correlation coefficients were 

computed using the group’s last round and the expert’s first rounds compared to the 

criterion judge’s. The result is shown in Table 8.

At an a  level of 0.05, a Kendall’s tau in Table 9 that is highlighted in bold 

indicates rejection of the null hypothesis, meaning that there is significant correlation 

between the criterion and a rater’s rankings. A graphical view of these coefficients, 

shown in Figure 14, gives a better picture of the tau values relative to each other.
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If the hypothesis is correct, that the judging panel collaborating as a whole will 

make better decisions about the importance of the patterns than any individual panel 

member, then the correlation between the pattern ratings of the criterion judge and the 

average ratings of the whole panel should be greater than the correlation between the 

ratings of the criterion judge and the ratings of any individual panel member. One 

fundamental issue related to the design of this research is how strong a correlation has to 

be to conclude that there is good agreement between the panel and the criterion judge. It 

is not sufficient for the correlation between the panel and the criterion judge simply to be 

greater than the correlation between the individual judges and the criterion judge; the 

correlation must be strong enough to indicate substantial agreement. In other words, if the 

correlation between the whole panel and the criterion judge is weak, it doesn’t matter if it

Table 9. Kendall’s tau -  raters compared to criterion

■ El > E2 E3 E4 : E5 ; 56 E7 .
■ : : :r 3 rl ; rl ■ x rl x x rl xx rl rl : rl

April
N=31 tau 0 . 6 5 9 0 . 4 6 4 0.235 0 . 5 5 3 0 . 4 5 2 0 . 4 0.293

P 0 0 . 0 0 3 0.123 0 0 . 0 0 3 0 . 0 1 1 0.056
May
N
22

tau 0 . 4 0 2 0.117 0.166 0.288
0 .117

0 . 4 9 1 0 . 6 7 1 0.307

P 0 . 0 1 7 0.517 0.369 0.117 0.523 0 . 0 0 9 0 0.084
June
N=27 tau 0 . 4 9 5 0 . 4 5 2 0.214 0.128 0.121 0 . 3 5 1 0 . 3 7 8 0.305

P 0 . 0 0 1 0 . 0 0 7 0.237 0.444 0.48 0 . 0 3 7 0 . 0 2 2 0.07
July
N=2 6 tau 0 . 6 4 2 0.215 0.098 0 . 4 1 4 0 . 4 1 6 0 . 6 0 6 0 . 6 3 2 0 . 4 1 5

P 0 0.222 0.598 0 . 0 1 7 0 . 0 1 5 0 . 0 0 1 0 0 . 0 1 6
Aug
N=40 tau 0 . 4 2 4 0 . 3 2 5 • 0 . 5 5 1

0.052
0 . 6 0 3 0 . 3 1 3 0.163

P 0 . 0 0 1 0 . 0 2 3 . 0 0.708 0 0 . 0 2 3 0.234
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Figure 14. Graphical view of Kendall's tau - rater compared to criterion

is greater than the correlation between individual panel members and the criterion judge, 

because none of the ratings reflect the judgments of the criterion judge. Therefore the 

correlation between the whole panel and the criterion judge must be substantial as well as 

greater than the correlation between individual judges and the criterion judge.

One criterion forjudging the strength of correlation is statistical significance [6]. 

This is a necessary but not sufficient criterion. Correlations can be statistically significant 

without being particularly informative in terms of prediction and similarity. Groth- 

Mamat [24] recommends looking at the validity correlations of similar kinds of 

assessments to determine the level that is considered to be a substantial correlation. In the 

present research, the judges represent widely varying perspectives, expertise, and clinical 

experience, and hence varying criteria and priorities in rating the patterns. Therefore, the 

appropriate comparison for determining the definition of a substantial correlation would 

be found through assessments of agreement between subjects and a criterion that involve
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multi-dimensional behavioral judgments. Such comparisons occur most frequently in 

research on psychological assessment.

Within the framework of psychological assessment, the present research would be 

classified as a form of criterion validity known as concurrent validity [24]. Criterion 

validity involves comparing test scores to an external criterion. Concurrent validity is a 

form of criterion validity in which subject scores and criterion scores are taken at about 

the same time and compared.

Groth-Mamat [24] points out that as the number of variables that influence a trait 

increase, the expected validity coefficient will be lowered, due to unpredictable 

interactions and unaccounted for dimensions of the trait. For example, Neisser et al. [42], 

in a comprehensive review of the literature on the criterion validity of intelligence tests 

based on academic performance, concludes that the overall correlation is around 0.5. The 

criterion validity of intelligence tests is among the highest found for psychological 

assessments.

The American Psychological Association established the Psychological 

Assessment Work Group to review issues related to the validity of psychological 

assessment. In one of their reports [38], they established comparison norms for validity 

for both psychological and medical assessments through an exhaustive review of 

assessment research. They reviewed more than 125 meta-analyses including more than 

800 samples. They found that the high range for validity coefficients for both medical 

and psychological assessments was in the 0.5 to 0.6 range, with the bulk of the validity 

coefficients ranging from 0.15 to 0.3. They concluded that their findings “highlight how 

challenging it is to consistently achieve uncorrected univariate correlations that are much
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above .30 [38].” The findings of the current research should be interpreted within this 

context of criterion validity. Therefore, for the results reported in Table 9, the Kendall 

rank-order correlation coefficients that are highlighted in bold are considered significant 

and substantial.

Table 9 shows higher rank-order correlation of the rankings between the group 

and the criterion than that of the individual for three of the five months. However, none 

of the individual experts performed better than that standard. In other words, in the two 

months where an individual outperformed the group, it was a different individual in each 

month. Therefore, the result is encouraging in that the collective expertise could perform 

better than any single expert alone.

An alternative to using Kendall’s tau as a measure of similarity is to assume that 

the Likert rating scale yields interval level data that can be analyzed using Pearson 

product-moment correlations [65]. So, for completeness, Pearson correlation coefficients 

were computed for pair-wise comparison of the ratings of the group’s final round and the 

individual’s first round to those of the criterion judge. The results are shown in Table 10.

The pattern of correlations and significance is essentially the same as that found 

using Kendall’s tau in that the group did better than any single rater for the months of 

April, June, and July. It is reassuring that the Pearson correlation coefficients show 

consistent results.

Correlation coefficients measure the relative similarity in ratings, but do not 

provide an accurate measure of absolute agreement on two measurements. For example, 

if one judge rated one pattern a 1 and a second pattern a 2, and a second judge rated the 

first pattern a 4 and the second a 5, then the correlation of their ratings would be perfect
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even though they really did not agree on the interpretation at all. Bland and Altman [11] 

make this point and showed that graphical methods provide a better description about the

Table 10. Pearson correlation coefficients -  raters compared to criterion

G E l E2 E3 E4 E5 E6 E7
r3 n rl rl rl rl rl -1

April
N=31 r 0.718 0.459 0.283 0.635 0.496 0.471 0.299

P 0 0.009 0.122 0 0.005 0.007 0.103
May 

N = 22 r 0.532 0.099 0.174 0.313 -0.009 0.495 0.736 0.36
P 0.011 0.661 0.438 0.156 0.968 0.019 0 0.1

June
N=27 r 0.608 0.519 0.188 0.232 0.022 0.377 0.5 0.37

P 0.001 0.005 0.347 0.244 0.914 0.053 0.008 0.057
July

N=26 r 0.835 0.535 -0.022 0.449 0.51 0.759 0.768 0.495
P 0 0.005 0.914 0.021 0.008 0 0 0.01

Aug
N=40 r 0.66 0.472 0.62 -0.105 0.788 0.444 0.243

P 0 0.002 0 0.519 0 0.004 0.131

agreement. In the present research, the Kendall’s tau does not provide a clear picture of 

absolute agreement, nor does it provide explanations on where the agreements were. 

Therefore, other techniques, including a graphical one, were utilized to gain better insight 

into absolute agreement. The following sections describe the analysis using the other 

techniques.

5.3 Analysis Using Sum of Mean Difference of Rating

In addition to not providing an index of absolute agreement, another drawback of 

using Kendall’s tau to analyze the data is that there is not a simple way to summarize the 

overall performance of each panelist and the group for all five months of the Delphi
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process. A simple way to examine absolute agreement or disagreement is to compute the 

average difference in ratings between the criterion judge and the panelists as follows:

J]abs(CR,-E/RO
Mean rating difference of expert Ej for month k = —--------------------

n

where n = number of patterns in set k, CR, = criterion rating for the 1th pattern, and EjR; = 

expert Ej’s rating for the same pattern. The value of k corresponds to the months of April 

to August. The results for the five months are shown in Figures 15 to 19. In the figures, 

GR3 means the averages were computed using the ratings of the final round of the group. 

EjRl means the first-round ratings of expert j were used.

&
g 1.5
£ ©d

•n 1

s 5  0.5
n ©

s 0

April rating - Mean difference from Criterion

GR3 E1R1 E2R1 

□  Mean differences from Criterion

E3R1

Rater

E4R1 E5R1 E6R1

Figure 15. Mean difference from criterion for April 2001

May rating - Mean difference from Citerion

GR3 E1R1 E2R1

□ Mean difference from Criterion

E3R1 E4R1

Rater

E5R1 E6R1 E7R1

Figure 16. Mean difference from criterion for May 2001
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Figure 17. Mean difference from criterion for June 2001
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Figure 18. Mean difference from criterion for July 2001
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Figure 19. Mean difference from criterion for August 2001
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The results from the mean difference analysis is very similar to the Kendall’s tau 

analysis in that the group performed better than every individual in April, June, and July 

by having the smallest average difference of rating from the Criterion. The benefit of this 

technique is that the sum of the mean difference over the five months could be calculated 

easily to provide a summary of the experts’ and the group’s overall performances. The 

results shown in Figure 20 indicate that the group has the minimum overall difference in 

rating from the criterion. That means the group performed better than any single expert 

overall.

c ... _ ................................................................................._........... _......................................... ................... ................ .

S  5fl 5&u

% 31  

S  2 -
Em  - 
©

m

GR3 E1R1 E2R1 E3R1 E4R1 E5R1 E6R1

Rater

Figure 20. Sum of mean differences for the in-group panel for 5 months

The sum was also computed by including the out-group’s rating. Since the out

group member did not join the experiment until the second month, the sum was computed 

only for the four months that the out-group member participated. The result is shown in 

Figure 21. The result also showed that the group performed better.
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While this analysis reinforces the findings of Kendall’s Tau in terms of absolute
/

agreement or disagreement, it still suffers from one shortcoming. This analysis still does 

not provide insight into exactly where among the ratings the agreement and disagreement 

occurred.

a 3.5

E1R1 E7R1

Raters

Figure 21. Sum of mean differences of in-group and out-group panel for 4 months

5.4 Analysis Using Graphical Method

The graphical way is most useful in seeing the relationship of the ratings between 

the group and the criterion judge. Figures 22-26 show the ratings of the group's final 

round against the criterion rating. The ratings for the patterns of the five months are 

shown in the figures. The x-axis of each graph are the patterns of the month, represented 

by the pattern IDs. The y-axis represents the ratings. The patterns are sorted in 

descending order of importance based on the criterion judge’s ratings.
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Figure 22. April - criterion rating plotted against Group R3 rating
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Figure 23. May - criterion rating plotted against Group R3 rating
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Figure 24. June - criterion rating plotted against Group R3 rating
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Both Kendall’s tau and the mean differences indicate the presence of 

disagreement between the group and the criterion. What is critical, and what is displayed 

here, is the nature of the disagreement. If there is random disagreement among all 

patterns, then it is unlikely that the disagreements could be easily minimized or resolved. 

If, however, there is good agreement for most patterns, but striking disagreement for a 

few patterns, then this finding indicates that such disagreements might be resolved 

through further collaboration, and the agreement between the group and the criterion 

judge improved. Furthermore, these key patterns, which lead to marked disagreements, 

become the focus of further research. What is it about these patterns that leads to such 

disparate interpretations?

In general, the following were observed in the five months of data using the

graphs:

1. There is a high level of agreement for unimportant patterns, i.e. patterns with ratings 

2 or below. The number of unimportant patterns in a month ranged from 36% to 50%, 

representing an average of 45% of the patterns in the experiment.

2. There is reasonable agreement as to the important patterns, i.e. patterns with ratings 

above 3.

3. There were a few key patterns in which the difference between the group and the 

criterion was greater than 2 and indicated that the criterion considered the pattern 

important but the group did not.

The most striking observation from these five graphs is observation 1, which 

indicates there was good agreement on which patterns were not important. This is an 

interesting finding because it suggests an opportunity for refinement of the data-mining
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algorithm to reduce uninteresting patterns. However, a useful metric is still needed to 

examine the hypothesis. The next section described an adaptation of the recall and 

precision metric from the Information Retrieval field to examine the agreement on the 

important patterns.

5.5 Analysis of Important Patterns Using Hit Rate and Precision

The goal of the collaboration is to identify the important patterns in a set for the 

purpose of further epidemiologic investigation. Therefore, it is important to gain a better 

understanding of how well the group, versus the individual, performs in terms of 

identifying the patterns that are considered important by the criterion judge. In addition, it 

is also useful to know the level of false positives identified by each group because it 

indicates how precise the judgment is. A false positive, or false alarm, is a pattern that the 

group rates as important, but the criterion judge does not. None of the three techniques 

discussed above in Sections 5.2 to 5.4 provide such insight. The graphical method helps 

to reveal the trend of agreement and disagreement, but it does not provide a measure to 

compare the individuals to the group.

In order to gain a better measure of the degree of agreement between the two sets 

of ratings on the important patterns, the metrics of recall9 and precision10 from the field of 

Information Retrieval [52] are utilized here. For this analysis, an important pattern is 

defined as one that the criterion judge has rated above 3. An unimportant pattern is one

9 Recall: A standard measure of IR performance, recall is defined as the number of relevant 

documents retrieved divided by the total number of relevant documents in the collection.

10 Precision: A standard measure of IR performance, precision is defined as the number of relevant 

documents retrieved divided by the total number of documents retrieved.
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that the criterion judge has rated a 3 or lower. The two corresponding metrics defined 

here are hit rate and precision.

In Figure 27, the left-hand clear circle represents the set of patterns that the 

criterion judge considered important in a given month. The right-hand dotted circle 

represents the patterns that were judged important by an expert in the first round, or by 

the group after the final round for that same month. The overlapping area of the two 

circles, highlighted with diagonal stripes, represents the set of patterns that are rated 

important both by the criterion judge and an expert or the group. These patterns are called 

hits, and they indicate agreement between the criterion judge and the panel that a pattern 

is important (rated above 3).

Important patterns

Criterion’s Rater’s

Figure 27: Sets of overlapping important patterns from criterion and a rater

Hit rate measures the completeness (accuracy) of the selection of important 

patterns. Precision measures the purity of the selection. High precision indicates that the 

ratings are not cluttered with false alarms. For this domain, it is important to have high hit 

rate, and high precision is desirable as well. The hit rate and the precision are computed 

as follow:
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I Criterion n  Rater I 
Hit rate = --------------------------

Criterion'

1 Criterion n  Rater | 
Precision = ---------------------------

| Rater |

| Criterion n  Rater | is the number of patterns in the set of hits of a rater. A rater 

can be an expert or the group after the final round. | Criterion | is the number of patterns 

in the set of important patterns of the criterion judge. | Rater | is the number of patterns in 

the set of patterns rated important by the rater. Using these two measures, the hit rates 

and precisions using each expert’s first-round rating and the group’s final-round ratings 

were computed for each month’s pattern set. The average of the five months for each 

measure was also computed. Figure 28 shows the average hit rate for the five months, 

using ratings from the group’s final round and the individual’s first round. Figure 29 

shows the average precision of those five months.

April - August: Average Hit Rate

E3R1

Figure 28. Average hit rate for the five months
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The result in Figure 28 show that the group out performed everyone in hit rate. Figure 29 

show that the group is second in precision. A rater in total agreement with the criterion 

judge would have maximum hit rate and precision. When total agreement is not achieved, 

however, a small number of false alarms is far more acceptable than misses in this 

domain. Therefore, these data again show that the group performed better than any single 

individual in identifying the important patterns.

April - August: Average Precision
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Figure 29. Average precision for the five months

5.6 Observations from Experts’ Reasons

Further observations regarding agreements, disagreements, and influence on 

individuals through collaboration were obtained by reviewing the rating changes between 

rounds and the elaborated reasons submitted by the experts. Examples are given here to 

illustrate the observations. The example figures are snapshots of the researcher’s user 

interface screen. The histograms are the rating distribution of round 1, round 2, and round

3. The rounds are listed from left to right in the figures. The bold numbers in the left-
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hand column of each round are the rating scale of 1 -  5. The small numbers at the right of 

a histogram bar are the expert identification numbers E l -  E6, except the “E”s are not 

displayed on the screen. The Score is the group average rating. The Group Rank is the 

ranking of the pattern derived from the group’s average rating.

1. Strong agreements starting at round 1.

There were patterns on which the panel had good agreements from the start. 

Figure 30 shows a pattern where every expert considered it unimportant in 

round 1. The group did not change its position after collaboration. This shows 

that the pattern is trivial. The group’s unanimous agreement starting at Round 

. 1 indicates that this pattern is a good candidate to be eliminated by the DMSS 

to reduce the amount of trivial patterns generated. Figure 31 shows a pattern
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Figure 30. Unimportant pattern with unanimous agreement of the panel
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Figure 31. Pattern considered important even before collaboration

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



93

that the panel in general agreed to be important starting in Round 1. The slight 

change of position by E2 in round 2 only serves to reinforce the group’s 

opinion.

2. Disagreement remain after collaboration

Figure 32 is an example that shows that CIS does not force consensus but 

captures the differences in opinion. In round 1, the group’s opinion on the 

importance of the pattern was quite diverse. Starting in round 2, with the 

exception of E4, most of the group’s ratings gravitated to a 2 and 3 rating. 

Such rating distribution indicated that most of the group considered the 

pattern not very important. One of the panelists, E6, submitted the following 

reason:

Check for Cystic Fibrosis (CF) patients.

In UABH, most CF patients are admitted to J3E. However, non-CF patients

could also be admitted to J3E. CF patients are prone to infections by drug

resistant organisms. E6’s comment showed that the group might have

assumed that the patients in J3E were CF patients. However, E4 remained

adamant that it was an important pattern and offered the following reason:

All of these except the two from 5/2001 were resistant/inter, to drugs that 
we routinely use to treat this infection ie Cipro, Ceftaz, Pip. I would be 
limited to using drugs that are perhaps more toxic fo r  the patients and 
more expensive for the hospital. Since Cipro is the only oral drug to treat 
this organism, outpatient therapy would be difficult because I would be 
forced to use TV treatment should they require additional therapy after 
D/C. Given that these patients were on J3E, it is possible that they were 
CF patients which pose quite a challenge to the caregiver with regard to 
abx therapy. It is important they receive abx with good coverage of this 
organism and be dosed in a way that would limit or slow the progression 
to more resistant strains.
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This comment indicated that E4’s concern was from the treatment point of 

view. This expert considered that it was important to review the patients’ 

treatment immediately in order to prevent the organism to evolve into more 

resistant stains, which would make treatment more difficult. This example 

illustrates the importance of capturing the differences in opinion and not 

forcing a consensus in an expert collaboration process. The reason submitted 

by E6 also shows that knowledge about the hospital operation, such as the 

location where certain types of patients are admitted to, is important to 

decision-making.
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Figure 32. Disagreement remains after collaboration

3. Agreement reached after collaboration.

Figure 33 shows an example where there were differences in opinion among 

the experts, as indicated by the difference in their ratings in round 1. E5 has 

submitted a reason in round 1 to support his or her importance rating of 5. The 

reason was:

An outbreak due to transmission seems likely because o f unusual pattern, 
no. of outcome isolates too high, and cluster by time and location.
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The location, R3, specified in the pattern is a rehabilitation ward. Such kind of 

infection is considered unusual for this location and is an indication of 

transmission. E2, E3, and E4 initially did not consider the pattern important. 

According to the roles of these experts, they do not provide direct care to the 

patients in R3 and hence they might not have paid attention to the events at 

that location. The ratings of E l, E5, and E6, together with E5’s reasons, drew 

E2, E3, and E4’s attention to this pattern. They eventually changed their rating 

to concur with E l, 5, and 6. This change of position is an indication of 

influence on individuals by other’s experience and knowledge on issues that 

the individuals may not be familiar with or particularly confident in. This 

showed that collaboration facilitated knowledge sharing.
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Figure 33. Pattern showing agreement reached after collaboration

4. Overall comments from experts review difference in view points.

The following non-pattern specific comments submitted by the experts reveal

opposing views in regard to the importance of patterns in general:

E5:1 believe the Group attaches (1) more significance than I do to small 
numbers o f gram-negative organisms that may or may not be in special 
populations (e.g., cystic fibrosis) or related by transmission, and (2) less
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importance to substantial numbers o f highly-transmissible Staph, aureus in a 
single unit.

E2: This is perhaps because our patients with MRSA are generally already on 
strict contact isolation to reduce spread of infection, and while MRSA is a 
significant infection, it is perhaps perceived to be less virulent than most o f  
the gram negative organisms encountered (the more resistant gram negatives 
generally require 2 antibiotics, whereas we can presently still treat MRSA 
with 1)

E2’s comment was a response to E5’s. E2’s comment shows that the expert 

approached pattern interpretation from a treatment point of view, whereas E5 

came from the viewpoint of transmission prevention. E2 is a critical care 

physician, and E5 is an infectious disease specialist. The viewpoints each took 

were consistent with their roles.

5.7 Sum m ary  of Data Analyses

The Kendall’s rank-order correlation coefficient (tau) showed substantial relative 

agreement between the group’s ranking and the criterion ranking. That is, patterns that 

were rated relatively high by the panel as a whole were, in general, also rated high by the 

criterion judge, and vice versa. Furthermore, the correlations between the aggregate 

group ratings and the criterion were more similar in general than the individual rankings. 

While this finding supports the hypothesis, correlations are not an indicator of absolute 

agreement and do not provide insight about the characteristics of the agreement.

The sum of mean difference analysis is simple to compute and provides an easy 

way to summarize the disagreements over all of the months. The monthly result from this 

analysis is consistent with the result from the Kendall’s tau. The summary over the five 

months helps to show that the overall performance of the group is better than any of the
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individual. This technique also suffers a lack of specificity to describe the characteristics 

of the agreements or disagreements.

The graphical method of plotting the ratings of each pattern provides insight into 

the characteristics of the agreement. The graphs showed good agreement on the 

unimportant patterns and reasonable agreement on the important ones. It is the ones in the 

middle rating range that the ratings varied and hence likely the cause of the moderate 

correlation coefficients. A drawback of the graphical method used here is that the graphs 

become very busy visually when the ratings of all of the raters and the criterion are 

plotted on the same graph. Also, it becomes difficult if the number of patterns is large. 

Since the goal of the experts’ task was to prioritize the patterns so that the important ones 

could be identified for infection investigation, it is desirable to be able to measure the 

extent of agreement on the patterns that the criterion considered important.

Unfortunately, the graphs do not provide a simple way to measure how good the 

agreements were for the important patterns, i.e. those with ratings greater than 3.

The hit rate and precision analysis provide metrics to measure how well each rater 

performed in identifying the important patterns. The result was encouraging. However, 

the metric lacks a standard to determine at what level the rater’s performance is 

considered good. Nonetheless, the method provides a means to compare the relative 

performance between the raters.

Kendall’s tau was computed using the rankings derived from the ratings. The 

other three techniques analyze the ratings directly. Unlike the Kendall rank-order 

correlation coefficient, the other three techniques lacked a formal mechanism for testing 

statistical significance. However, the four techniques augment each other in providing
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insight into the agreement. Together they show that the group has a more consistent 

pattern of both relative and absolute agreement with the criterion than any individual. In 

addition, the group in general performed better than the individuals in identifying the 

important patterns.

The four empirical analyses were augmented by reviewing the reasons submitted 

by the experts. The reasons reveal the differences in opinion that reflect the role of the 

experts in the organization. The reasons submitted by the experts were also a medium of 

knowledge sharing among the panelists.

5.8 Mid-study Survey

A mid-study survey was conducted after two months of Delphi. All of the surveys 

were conducted by face-to-face interviews except two. Those two were conducted over 

the phone. The goals of the survey were as follows:

1. To find out what DMSS data the user relied upon to make decisions.

2. To find out what feedback data the user relied upon to make decisions.

3. To find out if there were unreported problems or difficulties using the CIS.

4. Provide an opportunity to do additional training if requested.

5. To listen to the user think out loud in interpreting the patterns.

The experts’ responses to the survey questions are summarized in Appendix D. In 

general, the group used the following information the most for making decisions, starting 

from Round 1:

1. Pattern description.

2. Surveillance and outcome isolate counts.
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3. Location.

In general, the responses showed that the group used the following feedback the 

most for decision making from the second round onward:

1. Group score distribution

2. Elaborated reasons

5.9 Post-study Survey

A post-study survey was conducted upon the completion of the fifth month’s 

pattern interpretation. The purpose of the survey was to collect the users’ opinions in 

regard to the usability of the CIS and the Delphi process for decision-making. The survey 

was conducted via the web. The survey processing used the CIS group processing 

software with the maximum rounds for the Delphi process set to 1. The survey responses 

are summarized in Appendix E. The following are some CIS usability general findings:

1. Easy to use and understand (4.4/5, 5=strongly agree)

2. Response time (4.4/5, 5=strongly agree)

3. Usefulness of other’s rating and reasons (4.1/5, 5=strongly agree)

4. Difficulty of making decision using the information (2.9/5, 5=very easy).

The survey result showed that the CIS was considered easy to use in general and 

therefore was not a hindrance to the collaboration and decision-making process.

However, the group thought that it was not easy to decide on the importance rating using 

the DMSS pattern information, as indicated in finding 4 above. This really underlines the 

fact that interpretation of the data-mining result is not as easy as generally assumed by 

KDD researchers.
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Some users commented that the system provided a knowledge-sharing 

environment. As expressed by one expert, it "gives one the opportunity to initially make 

a decision independently, but subsequently re-examine it in light of other's input. Good 

for learning." Another user advised, “Don’t stop now.”

5.10 Other Observations

A number of CIS usage and user behaviors could be observed using the results 

and the usage logs. They are summarized in the following sections.

5.10.1 Changes at Each Round and Group Influences

Group influence on individuals was observed based on the percentage of importance 

rating changes. The observed changes are shown in Figure 34 for each pattern set. The 

data showed that most changes of opinion occurred in the second round, which was 

consistent with our prediction.

14.0%.
12 .0 %.

10 .0%.

6 .0 %-

2 .0%.

Pattern sets (months) ,♦ — rerand 2 

H  — round 3

Figure 34. Average of rating changes
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5.10.2 Use of Defaults

On the average, 33% of the patterns remained to have the default important rating 

of 1. This is another indicator for uninteresting patterns. These data support the 

observations discussed in the graphical analysis in section 5.4 that there is good 

opportunity for the refinement of the data-mining algorithm to reduce the amount of 

uninteresting patterns. The reduction of uninteresting patterns will make the 

interpretation task more achievable and would likely improve the quality of the 

interpretations both by the group and by the individuals.

5.10.3 Time to Decision

The system recorded the time when a user logged into the system and the time 

when a user submits his or her ratings by pressing the Submit or Re-submit button. For 

each login that led to a submit of ratings, an estimate of “time to decision” is computed 

using the differences of these two times. The average time to decision is the average of 

the time to decision of the panelists. These averages are conservative because the time 

incurred between login and submit might include idle time when the user was interrupted 

by other tasks on their job. The average time to decision for each month and for each 

round is shown in Figure 35.

The graph shows that the panelists took the most time in the first round to review 

the patterns and to arrive at a decision. The times spent in the subsequent rounds were 

substantially lower. This usage of time is consistent with prediction. Only the amount of 

time spent in the first round was proportional to the number of patterns in the month. The 

August pattern set has the highest number of patterns (40). The April data set has 31
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Average Estimate Time to Decision

— Round 1 
— Round 2 

— Round 3
Approval round

April May June July August 

Pattern Set (month)

Figure 35. Average estimate of time to decision

patterns, which is the second highest number of patterns in a month. Since April was the 

first time the panel performed the interpretation, the extra time used was expected.

5.10.4 Usage Patterns

Experts have used the system at various hours of the day and day of the week. 

The experts reported that they have used it from offices, hospital floors, and in hotel 

rooms while traveling. Therefore, CIS has achieved the objective of supporting 

interpretation of geographically and temporally dispersed experts.

The CIS Delphi process was repeated using five months of retrospective data.

Our original estimate was that it would take a month for the panel to complete one set of 

pattern. It turned out that only the first pattern set took a month to complete and that was 

conducted in a December over the holidays. The subsequent pattern sets took on the 

average of two and a half weeks to complete. Since we were using retrospective data,

40

30

20

10
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therefore, we were able to start a new set as soon as one set was completed. Therefore, 

we were able to run five Delphi studies within four months. Considering that the panelists 

were volunteers, the ability to run five Delphi studies in four months is very encouraging. 

If the participation were the panelists’ regular duty, the time for each Delphi study could 

decrease. Hence, allowing CIS to provide timely interpretation as patterns are available.

5.10.5 Social Loafing

One unexpected finding in the results was the occurrence of social loafing by one 

member of the panel. Social loafing occurs in groups when one member of the group fails 

to put forth a strong individual effort, allowing instead for the group to do the work. 

Potential social loafing was observed in E2’s ratings after the second pattern set. This 

panelist would submit his or her first round without changing the importance rating of 

any patterns and then selected ratings in the second round. Social loafing is a well- 

documented behavior in groups [33]. Accountability measures, such as peer rating of 

one’s input, could be added to the CIS to deter social loafing.
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CHAPTER 6 

DISCUSSION

The purpose of this study was to test the hypothesis that a panel of judges with 

diverse expertise in the problem domain, yet all qualified to interpret the data-mining 

results, would yield more effective interpretations when collaborating as a group than any 

of the judges acting alone. This hypothesis is a direct challenge to the commonly held 

assumption in the KDD research community that interpretation of discovered patterns is 

intuitive, trivial, or can be done adequately by the KDD researchers themselves or by a 

single domain expert. Furthermore, the experiment involved the development, 

utilization, and assessment of the CIS, which facilitated collaboration among judges who 

were distributed both geographically and temporally, thus eliminating the need for face- 

to-face meetings for the purpose of judging data-mining patterns.

The experiment to test the hypothesis was conducted using the CIS prototype for 

the domain of hospital infection surveillance. The data-mining patterns used in the 

research were generated by the DMSS using retrospective data from the UABH clinical 

LIS. The CIS adapted the Delphi Method to provide a web-based, asynchronous, 

iterative, and structured environment to collect, compile, and archive the expert opinions 

on the importance of the DMSS patterns. The hypothesis was tested by comparing the 

group’s importance ratings from the last Delphi round and from the individual expert’s 

first round to a set of criterion ratings. The criterion ratings for the pattern set were

104
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established using a criterion judge who was supplied with additional data collected by 

extensive patient chart reviews.

The analyses of the results using the four analytical techniques described in 

Sections 5.2 to 5.5 found that the group had a more consistent pattern of both relative and 

absolute agreement with the criterion than any individual. In addition, the group in 

general performed better than the individuals in identifying the important patterns, and 

there was good agreement on patterns that were unimportant. These findings in general 

support the hypothesis.

The results further showed that the CIS is an effective vehicle to facilitate the 

collaboration process. The post-study survey showed that the CIS user interface is 

generally easy to use and the response times were good. Therefore, the CIS is not a 

hindrance in the interpretation and the collaboration process. As a matter of fact, the 

collaboration of the panel that was distributed both geographically and temporally would 

not have been possible without the support of the CIS. In the mid-study survey, one of the 

experts observed that to do such iterative interpretation without the CIS would have been 

impossible and a nightmare.

The findings of this research offer a number of implications for the field of KDD 

and are described in the following sections.

1. Collaborative interpreting enhances data-mining pattern interpretation.

The research findings indicate that data-mining output interpretation is more 

complex than generally assumed by most KDD researchers. Most KDD researchers have 

either considered their data-mining results to be so intuitive that the researchers 

themselves were sufficiently knowledgeable to perform the evaluation, or that a single
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domain expert was sufficient. This is evidenced in research reported in the conference 

proceedings of the International Conference on Knowledge Discovery and Data Mining 

for the past eight years [4, 10, 20, 21, 27, 28, 49, 58], and others [2, 19, 34, 67, 69].

The present findings support Uthurusamy’s [66] view that KDD should be a 

collaborative discovery process by a widely distributed team of experts and analysts. This 

research obtained empirical results indicating that the interpretation of data-mining output 

can be improved by allowing a group of distributed multi-discipline domain experts to 

collaborate on decisions about the discovered patterns. Stedman [62] described the 

difficulty that organizations who use data mining have in retaining a team of data- 

mining-knowledgeable domain experts to review data-mining results. With a system like 

CIS, an organization would not need to retain a team of experts just for the purpose of 

sorting out the implications of the data-mining output. Instead, experts could collaborate 

in interpretation as part of their job.

2. CIS facilitates continuous knowledge acquisition.

In the collaboration process, knowledge is shared. Such knowledge sharing 

enhances the individual’s knowledge base. Turoff [64] suggested the use of the Delphi 

Method for continuous knowledge acquisition from multiple experts. The results from 

collaboration form the collective knowledge of the experts that can serve as a knowledge 

base for the organization. Organizations are interested in creating organizational 

memories to retain their intellectual properties {Huynh, 1994 #103;Ackerman, 1994 

#85}. The CIS can serve as a mechanism for continuous knowledge acquisition for such a 

knowledge base.
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3. A collaborative group may be able to serve as the gold standard of interpretation.

In the present study, the establishment of the criterion ratings by a single expert 

using additional data from extensive patient chart review was possible because 

retrospective data were used and research funding was available. If an integrated system 

of DMSS and CIS were used on a routine basis for infection surveillance on prospective 

data, extensive chart review would not be feasible or practical. Therefore, the notion of a 

gold standard judge would not exist. The experimental results showed that the collective 

interpretations of a group of diverse domain experts have the potential to perform better 

than a single expert consistently when complete data concerning the validity of the data 

mining results are not available. Therefore, the results from collaboration is a good 

substitute for a gold standard judge with complete information. The implication of this 

finding is that Cl should be part of the KDD toolset. However, even though the criterion 

judge used in the experiment was more experienced and knowledgeable in infection 

control, and was provided with the additional data to assist his judging, nonetheless his 

ratings were still subjective judgments. Therefore, the ability of a panel of experts to 

identifying important patterns should be further tested by conducting the experiment 

using prospective data and performing a complete investigation as the events happen.

4. Web services can be used for Group Support Server implementation.

Implication 3 above supports the inclusion of CIS capabilities in a comprehensive 

KDD toolset. The use of the web-based CIS prototype for the experiment demonstrated 

that the web is an appropriate channel to support the collaboration. Hence, future CIS 

development should continue to explore the full potential of the web. An enterprise level 

development and deployment platform like J2EE was demonstrated to be suitable for the
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implementation of CIS. The more recent enterprise development platforms — such as 

.NET from Microsoft and the latest J2EE, which includes web service support — should 

be explored, especially for the development of the domain independent Group Support 

Server of the CIS. Since the Group Support Server implements the Delphi process and is 

domain independent, implementing it as a web service could make it more accessible to 

other applications that need a Delphi-type collaboration mechanism.

5. CIS identifies patterns of interest from disagreements.

The CIS system implemented an adaptation of the Delphi method that facilitated 

the panel of experts to critically examine the data-mining patterns and collectively 

determine the epidemiologic importance of these patterns. The Delphi Method does not 

force consensus but allows the CIS to capture both agreements and differences in 

opinions. The patterns with difference in opinions should be reviewed with special 

interest [53], To the users of the CIS interpretations, such as the hospital infection control 

staff, the differences in opinions may reveal important factors that should be considered 

in determining the epidemiologic investigation priorities. In addition, the reasoning that 

supports the opposing opinions should be examined carefully to gain insight into the 

decision factors and the potential relationship to the judges’ background, such as their 

roles in the organization, education, and experience.

6. CIS elicits complex decision factors.

A review of the panel’s individual importance rating and elaborated reasons, 

reported in section 5.6, revealed that the experts’ judgments tend to follow two 

viewpoints: prevention or treatment. The treatment viewpoint considers an increased 

trend of infection or drug-resistance not as important if they know there are other drugs

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



109

that can be used to treat the disease. The prevention viewpoint considers such an increase 

as an important event because they prefer the infection not to have occurred. It turned out 

that viewpoints were consistent with the role of the expert in the hospital. The critical 

care physicians and the pharmacist were more treatment oriented, whereas the infectious 

diseases physicians and the microbiologist were more prevention oriented. This means 

that if only one expert were used to interpret the data-mining result, his or her role and 

experience would certainly bias the interpretation. In addition, from the mid-study 

survey, the experts indicated that the location information was useful in their decisions. 

These observations show that there are various factors influencing the interpretations. 

There may be additional factors influencing interpretation that the data analyses did not 

identify or the CIS prototype was not able to capture. The implication is that the initial 

CIS training process could be modified to elicit some of these factors to be shared and 

agreed on by the panel before the interpretation task. The patterns with opposing opinions 

in this study, as described in implication 5 above, could be used in the CIS training of 

future research for the elicitation of different decision factors.

7. CIS facilitates knowledge sharing.

Both the mid-study survey and the post-study survey indicated that some experts 

felt that the other experts’ input was useful to their decision-making. This is also 

evidenced in the experts’ changes in ratings after the first round. The result showed that 

even the expert who did not think the group’s opinion was useful agreed with the 

criterion rating more after he or she made changes in the second rounds. This suggests 

that even the most confident expert could still benefit from the group’s collective 

knowledge.
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In this experiment, if a pattern present in a particular month had been generated in 

a prior month, the CIS did not display the group’s judgment from the prior month, in 

order to minimize influence on the panel’s judgment. Future experiments should consider 

displaying the prior month’s judgment as the initial feedback so that the utility of the 

accumulative knowledge could be evaluated.

8. CIS results serve as feedback for data-mining refinement.

The results reported in the graphical analysis of the data indicated high agreement 

for unimportant patterns. This is a significant finding because it shows the opportunity for 

refining the data-mining system to reduce the amount of uninteresting patterns. The 

collaborative interpretations collected by the CIS could be used to formulate the 

refinement algorithm. The interpretations could serve as prior knowledge in a feedback 

mechanism from interpretation to data mining shown in Figure 36.

9. Social loafing is a potential problem.

The CIS prototype implemented a democratic Delphi process that did not 

intervene in the level of participation by the experts. As a result, potential social loafing 

occurred, as evidenced in E2’s performance from June to August. This shows 

accountability measures should be considered in CIS to prevent social loafing. A 

potential method of implementing accountability is for each expert to assess the opinions 

of the other experts in the form of confidence levels. Such a kind of collective scoring for 

assessing expert opinions is described in Ayyub [7]. A possible drawback for such a 

method is that it is time-consuming. The additional time required might deter experts 

from participating. Other methods for accountability should be explored to prevent 

unproductive participation due to social loafing.
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6.1 Conclusion

These findings are encouraging in that CIS can 1) utilize collective expertise to 

enhance the interpretation of KDD results; 2) enrich the knowledge base of experts 

through collaboration with other experts; 3) provide a mechanism for continuous 

knowledge acquisition from multiple experts in an organization; and 4) potentially help 

refine data-mining algorithms to reduce generation of trivial patterns. The use of the 

DMSS with CIS presents a new paradigm for epidemiological surveillance that is more 

comprehensive than the ideal computer-based public health surveillance system that is 

described by Dean et. al. [16].

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



112

This research showed the benefit of Cl for infection surveillance by establishing 

subjective criterion ratings for the evaluation of the expert panel’s judgments. Further 

experimentation using prospective data with resources for full epidemiologic 

investigation is the next logical step to better evaluate how a panel of experts performs in 

interpreting the data-mining patterns.

As pointed out in the implications above, the CIS prototype could be improved in 

various aspects, such as preventing social loafing and using cumulative knowledge as 

feedback. Another possible improvement is to eliminate the patterns that are rated 

unimportant by the group after the first round. Such pruning will drastically reduce the 

number of patterns to review from round 2 onward. The smaller set of patterns might 

allow the experts to evaluate the remaining patterns more carefully and hence improve 

the final interpretation. Future research should also study the group dynamics for semi- 

anonymous groups or onymous groups in expert decision-making.

One of the major points of this dissertation is that pattern interpretation is 

something that should not be done only by KDD researchers or by a single domain expert 

alone, at least not currently, but a second major point is that computers can greatly 

facilitate the evaluation process by allowing a group of experts to collaborate on 

decisions about the discovered patterns. In conclusion, this research has established the 

benefit of Cl for knowledge discovery. The implications of the findings suggest 

opportunities for further research on Cl for knowledge discovery. The CIS constitutes the 

building blocks for the development of new applications for Cl and for expert group 

collaboration in decision-making.
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1.

2 -

3-

9 -
10-

12

►<*> thread ID: 1275 
► 2 

Loc:HTIC 
NS:nosocomial

► l
Org:ENTEROBACTER CLOACAE 
7
12/1999: 0/5 

- 1/ 2000: 0/11 
-2/ 2000: 0/6 
-3/2000: 0/12 
-4/2000: 0/6 
-5/2000: 1/10 
*6/2000: 3/8 

►0.014 
►17.8 
►3

*****g/2000 *****
Patient:0000056178131, Org:ENTEROBACTER CLOACAE, 
6/15/2000, Loc:HTIC(s), AccNum:0000016702405,4/18/2000,
NS :nosocomial, Source:urine\U CC, S~AMIKACN, R-CEFOTAXIME, 
R-CEFGTETAN, R-CEFTAZIDIME, R-CEFTRIAXONE, 
R-CIPROFLOXACIN, S-GENTMCN, S-IMIPENEM, 
R-OFLOXACIN, R-PIPERACILLIN, R-TICARCILLIN/CA, 
S-TOBRMCN, S-TRMSULF
lup_isolate: AccNum:Q000117302286, 6/22/2001, Source:resp\TRACHASP, 

R-IMIPENEM

Patient:0000089350011, Org:ENTEROBACTER CLOACAE, 
6/20/2000, Loc:HTIC(s), AccNum:00BC00028047, 6/15/2000, 
NS:nosocomial, Source:blood\BLOOD, S-AMIKACN, 
S-CEFOTAXIME, S-CEFOTETAN, S-CEFTAZIDIME, 
S-CEFTRIAXONE, S-CIPROFLOXACIN, S-GENTMCN, 
S-IMIPENEM, S-OFLOXACIN, S-PIPERACILLIN, 
S-TICARCILLIN/CA, S-TOBRMCN, S-TRMSULF

Explanation of the data fields in the example pattern output from DMSS:

1. Thread ID

Identifies a pattern within a month’s data. However, when the same 

pattern appears again in the past or in future months, the thread ID may be 

different from the one assigned for this month. Therefore, thread ID is not a 

unique identifier for a pattern that occurs in more than one month.
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2. Surveillance attribute count

Indicates the number of surveillance attributes to follow.

3. Surveillance attribute list

List of attributes in the surveillance group of this pattern, one attribute is 

listed on each line. Each attribute is composed of a prefix and a suffix, separated 

by a V. The prefix is the attribute category; the suffix is the attribute label (i.e. 

name), e.g. Loc:HTIC means the attribute is a location, and the location name is 

HTIC. A list of attribute categories is attached at the end of this document.

4. Outcome attribute count

Indicates the number of outcome attributes to follow.

5. Outcome attribute list

List of attributes in the outcome group of this pattern, one attribute is listed on 

each line. Explanation from Surveillance attributes above applies here.

6. Surveillance period’s month count

Indicates the number of months in this pattern’s surveillance period from 

this month’s data mining.

7. Surveillance period’s month list

List each month and the associated isolate counts in this pattern’s 

surveillance period, one month per line. Format: -5/2000: 1/10 or *6/2000: 3/8 

The first part is the date (MM/YYYY) or (M/YYYY). Colon is the separator. The 

ratio that follows is interpreted as follow: the numerator is the no. of isolates in 

the outcome group, the denominator is the no. of isolates in the surveillance.
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Basically, 1/10 means one out of the ten isolates tested in that month has the

characteristics of the pattern.

For the pattern in the example, *6/2000: 3/8 means in June 2000, 3 out of

the 8 nosocomial isolates from HTIC is tested positive for the organism 

ENTEROBACTER CLOACAE.

The ‘*’ indicates that the ratio of that month is the “front window” in the

data-mining algorithm. There may be multiple months with a ‘*’ as prefix. Pattern

2 below is such example. When there are multiple **’ ratios, the last one on the

list (i.e. the month the data mining is performed for) is the “focus month” and the

others are the supporting months. The no. of front window months in a pattern

may range from 1 to 3.

The indicates that the ratio of that month is in the “back window”in the

algorithm. The number of back window months may range from 6 to 9

8. p-value

This is one of the statistics from the data-mining algorithm.

9. Relative difference

This is one of the statistics from the data-mining algorithm.

10. Patient isolate count

The number of patients in the total outcome group isolates in the front 

windows ratios of the pattern. A bacterial isolate is a test sample taken from a 

specimen (e.g. urine, blood) obtained from a patient.

11. Patient isolate list

List the details of each isolates in the outcome group of the front window 

ratios and the test results. Some months may not have any isolates. The isolates
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are grouped by month in the listing. For a pattern that appears in other months in a 

relatively close time period (e.g. within 3 months), the same isolate might be 

listed again under that same month’s ratio.

12. A bacterial isolate from a patient 

An isolate listing contains the following:

a. Patient:0000056178131 -  patient identification no. It’s unique for each 

patient regardless how many times the patient has been admitted.

b. OrgiENTEROBACTER CLOACAE -  organism found in the isolate

c. The date following organism (e.g. 6/15/2000) -  specimen date

d. Loc:xxx (s) -  location where the patient was when the specimen was 

taken, (s) indicates patient was still in the hospital. The other option is (d) 

for discharged.

e. AccNum.0000016702405 -  accession number of the primary isolate

f. 4/18/2000 -  date the patient was admitted to the location

g. NSmosocomial -  indicates the origin of the infection. The choices are 

nosocomial, community acquired, and unknown.

h. Source:urine\U CC - source of the specimen from the patient

i. Following source is the antibiogram (test result) of the isolate. The 

antibiogram indicates whether the organism identified is susceptible (S~), 

or resistant (R~), or intermediate (I~) to the antibiotics, e.g. S-AMIKACN 

means the bacteria is susceptible to the drug AMIKACN. The number of 

drug test results in the antibiogram depends on what the data-mining 

algorithm digs up. An example antibiogram is: S-AMIKACN,
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R-CEFOTAXIME, R-CEFOTETAN, R-CEFT AZIDIME, 

R-CEFTRIAXONE, R-CIPROFLOXACIN, S~GENTMCN, 

S-IMIPENEM, R-OFLOXACIN, R-PIPERACILLIN, 

R-TICARCILLIN/CA, S-TOBRMCN, S-TRMSULF

13. Duplicate isolates

An isolate may have zero or more duplicate isolates. Each duplicated isolate 

is listed on one line. A duplicate isolate listing contains the following:

a. AccNum:0000117302286 -  accession number of the duplicate isolate

b. 6/22/2001 -  specimen date of the duplicate isolate

c. Source:resp\TRACHASP - source of the specimen from the patient

d. Antibiogram, e.g.R-IMIPENEM. The antibiogram of the duplicate isolate 

only contains the test results that are different from the primary isolate.

Important notes:

1. A pattern is identified by the attributes in its outcome and surveillance attribute list. A 

pattern may appear again a few months later.

2. All occurrences of a pattern form the history of the pattern in CIS.
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E l; B2 E3 E4 :.:. E5 .. : E6 : Group . C :
ID rl 1 . r2 r3 rl i2 r3 .. rl r2 . r3 . rl r2 r3 rl . r2 / r3 rl : r2 13; rl .. r2 ..,; ; r3
442: : . : 3 3 3 4 4 4 2 2 2 3 3 3 4 4 4 1 3 3 2.8 3.1 3.1 3

. 475 ; ■ 2 2 2 1 1 1 4 4 4 4 4 4 4 4 4 4 4 4 3.1 3.1 3.1 4
660 1 1 1 2 2 2 1 1 1 1 1 1 1 1 1 I 1 1 1.1 1.1 1.1 1
732 ; 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1.3 1.3 1.3 1
772 3 3 3 3 3 3 4 4 4 3 3 3 2 2 2 1 3 3 2.6 3 3 4
792 3 3 3 4 3 3 2 2 2 2 2 2 2 2 2 3 3 3 2.6 2.5 2.5 4
1149 1 1 1 2 2 2 1 1 1 2 2 2 1 1 1 1 1 1 1.3 1.3 1.3 1
1155 2 2 2 2 2 2 3 3 3 1 1 1 3 3 2 2 2 2 2.1 2.1 2 1
1233 2 2 2 3 3 3 2 2 2 2 2 2 1 1 1 3 3 3 2.1 2.1 2.1 2
1246 4 4 4 3 3 3 2 2 2 1 1 1 5 5 5 4 4 4 3.1 3.1 3.1 4
1263 2 2 2 4 4 4 2 2 2 1 1 1 1 2 2 4 4 4 2.3 2.5 2.5 2
1312 2 2 2 2 2 2 2 2 2 2 2 2 1 1 1 3 2 2 2 1.8 1.8 2
1708 2 2 2 3 3 3 3 3 3 2 2 2 2 2 2 2 2 2 2.3 2.3 2.3 2
2039 2 2 2 1 1 1 3 3 3 3 3 3 2 2 2 2 2 2 2.1 2.1 2.1 4
2086 2 2 2 4 4 4 4 4 4 3 4 4 1 1 1 2 2 2 2.6 2.8 2.8 3
2096 2 2 2 4 3 3 3 3 3 3 3 3 1 1 1 1 1 1 2.3 2.1 2.1 1
2111 2 2 2 1 3 3 3 3 3 3 3 3 2 2 2 3 3 3 2.3 2.6 2.6 2
2133.: .: 2 2 2 1 1 1 3 3 3 2 2 2 2 2 2 2 2 2 2 2 2 1
2139 3 3 3 2 2 2 3 3 3 1 1 1 2 2 2 1 1 1 2 2 2 5
2164 2 2 2 4 3 3 3 3 3 3 3 3 2 2 2 2 2 2 2.6 2.5 2.5 2
2201 4 4 4 3 3 3 4 4 4 4 4 4 1 1 2 3 3 3 3.1 3.1 3.3 4
2203 2 2 2 4 4 4 3 3 3 4 4 4 1 1 1 4 4 4 3 ' 3 3 3
.2230 ; ; 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2234 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 4 1 1 1.5 1 1 1
2236 4 4 4 2 2 2 2 2 2 1 1 1 1 1 1 2 2 2 2 2 2 1
2245 :: 2 2 2 1 1 1 1 1 1 1 1 1 2 1 1 1 1.3 1.3 1.3 1
2266 4 4 4 3 3 3 2 2 2 1 1 1 1 1 1 1 1 1 2 2 2 1
2278: 2 2 2 4 4 4 4 4 4 3 3 3 1 1 1 3 3 3 2.8 2.8 2.8 3
2286 2 2 2 1 1 1 2 2 2 4 4 4 1 1 1 1 3 3 1.8 2.1 2.1 2
2312 5 5 5 3 4 4 4 4 4 4 4 4 5 5 5 4 4 4 4.1 4.3 4.3 4
'2316 :: ■ 2 2 2 3 3 3 4 4 4 3 3 3 2 2 2 1 3 3 2.5 2.8 2.8 4
defaults; C.4: 4 J 4 8 7 : 7 : 6 6 ...6 .'.. 9 9 9 16 ..15 14 12 8 ; 8 11
Changes: 0 0 . 5 0 0 0 . 1 0 1 . 2 6 0 3.3 0.3

Number of patterns = 31. E l -E 6  are the in-group experts. C is the criterion rating. rl-r3 are the rounds.
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E l  , E2 I:..'.':./.:-.../.'.'-: ; E3.: ;: E4 ' B5 E6 E7 G r o u p „C
■til . ■ . r 2 r 3 r l r 2  . r 3 . f . 1 j;.. r 2 r 3 r l r 2 r 3 r l r 2 : r  3 r l r 2 r 3 r l r 2  . r 3 : : . r l r.2 r 3

475 2 2 2 4 3 3 3 3 3 5 5 5 1 2 2 2 2 2 3 3 3 2 . 8 2 . 8 2 . 8 4
7 4 1 4 2 2 1 1 1 2 2 2 1 1 1 1 1 1 2 2 2 1 1 1 1 . 8 1 . 5 1 . 5 3
1155 3 3 3 l 1 1 4 4 4 1 3 3 3 3 3 2 2 2 4 4 4 2 . 3 2 . 6 2 . 6 3
1312 2 2 2 l 1 1 3 3 3 3 3 3 1 1 1 4 4 4 1 1 1 2 . 3 2 . 3 2 . 3 2
2230;: 1 1 1 i 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 31 6 4 4 4 4 4 4 4 4 4 2 4 4 2 2 3 4 4 4 5 5 5 3 . 3 3 . 6 3 . 8 3
6226 4 4 4 1 1 1 4 4 4 3 4 4 1 1 1 2 4 4 4 4 4 2 . 5 3 3 2
6 2 2 7 : 1 3 3 3 3 3 3 3 3 1 3 3 3 3 3 4 4 4 3 3 3 2 . 5 3 . 1 3 . 1 4
.6232 3 3 3 1 1 1 3 3 3 2 2 2 1 1 1 2 2 2 4 4 4 2 2 2 2
623 4 . . 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1 2 2 2 4 4 4 1 . 8 1 . 8 1 . 8 2
6245 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
6246:  . . . 2 2 2 3 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 . 6 1 . 5 1 . 5 2
6 2 4 7 : 2 2 2 1 1 1 2 2 2 3 3 3 1 1 1 1 1 1 3 3 3 1 . 6 1 . 6 1 . 6 1
6248 3 3 3 3 2 2 2 2 2 1 1 1 1 1 1 1 1 1 3 3 3 1 . 8 1 . 6 1 . 6 1
6249 4 4 4 1 2 2 3 3 3 1 3 3 3 3 3 4 4 4 4 4 4 2 . 6 3 . 1 3 . 1 3
6250 4 4 4 3 3 3 3 3 3 4 4 4 1 2 2 3 3 3 2 2 2 3 3 . 1 3 . 1 2
6251 2 2 2 1 1 1 3 3 3 4 4 4 1 1 1 3 3 3 2 2 2 2 . 3 2 . 3 2 . 3 5
6252 2 2 2 2 2 2 3 3 3 1 1 1 1 1 1 4 3 3 3 3 3 2 . 1 2 2 5
6253 2 2 2 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 3 3 3 2 . 1 2 . 1 2 . 1 1
625 4 2 2 2 1 1 1 3 3 3 1 1 1 5 5 5 4 4 4 5 3 3 2 . 6 2 . 6 2 . 6 4
6255. 2 2 2 2 2 2 3 3 3 1 1 1 5 5 5 4 5 5 5 3 3 2 . 8 3 3 4
5256: .  :..; 5 5 5 4 4 4 1 3 3 1 1 1 5 5 5 4 5 5 5 5 5 3 . 3 3 . 8 3 . 8 4
d e f a u l t s ' : 3 -  V: 2 2 ; 12 11 11 3 . 2 2 12 9 9 15 13 13 6 6 6 5 5 5 - 5
C h a n g e s  : 2 0 4:: : 0 : l  . 0 5 : 0 2 .1 4 ‘. 0 0 2 0 : 3 .7 0 . 2

Number of patterns = 22. Number of patterns = 31. E l -  E6 are the in-group experts. C is the criterion rating. rl-r3 are the rounds. E7 

is the out-group expert.
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June 2001 Ratings

E l  . . . . v E3 .. ; :... E 4 £6. • E7 .. . . . Group. . . C
ID . rl.. ' : ;i2;. r 3 rl:.'.;' . *2.1 r/3 ■ r l r 2 .;r 3 r l  ■. ■&: J r 3 . r l  ■ r 2 r 3 r l ■3r2" r.3 r l : : r 2  . r 3 f i t . r 2  ■: r 3  ,

. ' 7 4 1 : : 2 2 2 3 3 3 2 2 2 3 3 3 1 1 1 1 1 1 2 2 2 2 2 2 3
1312 2 2 2 2 2 2 3 3 3 4 4 4 1 1 1 4 4 4 2 2 2 2 . 6 2 .6 2 . 6 2

/2316::; 1 1 1 1 1 1 3 3 3 1 1 1 3 2 2 2 1 1 1 2 2 1 . 8 1 .5 1 . 5 3
6051 4 4 4 1 5 5 1 5 5 1 1 5 5 5 5 5 5 5 4 4 4 2 . 8 4 .1 4 . 8 4
6246 1 1 1 1 1 1 3 3 3 2 2 2 1 1 1 1 1 1 1 1 1 1 . 5 1 .5 1 . 5 1
6251 1 1 2 1 1 1 3 3 3 3 3 3 1 1 1 4 3 3 3 5 4 2 . 1 2 2 . 1 2
6255 1 3 3 3 1 2 2 2 2 2 1 1 1 3 3 3 3 3 3 3 3 3 2 . 1 2 .3 2 . 3 2
6266 2 2 2 1 2 2 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1 1 . 8 2 2 1
6267 1 1 1 1 1 1 1 1 1 2 2 2 1 1 1 1 1 1 1 1 1 1 . 1 1 .1 1 . 1 2
6263 2 2 2 1 2 2 3 3 3 2 2 2 4 4 4 1 1 1 1 1 1 2 . 1 2 .3 2 . 3 3
6269 1 1 1 1 1 1 2 2 2 1 1 1 1 1 1 3 1 1 1 1 1 1 . 5 1 .1 1 . 1 1
6270 2 2 2 1 1 1 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 .3 1 .3 1 . 3 1
6271 2 2 2 1 1 1 2 2 2 2 2 2 3 2 2 2 2 2 1 1 1 2 1 .8 1 . 8 1-
6272 4 4 4 1 1 1 3 3 3 1 1 1 4 4 4 3 3 4 2 2 2 2 . 6 2 .6 2 . 8 2
6273 2 2 2 1 2 2 4 4 4 4 4 4 3 3 3 2 2 2 1 1 1 2 . 6 2 .8 2 . 8 2
6274 3 3 3 1 1 1 1 1 1 2 2 2 3 3 3 2 2 2 1 1 1 2 2 2 2
6275 3 3 3 1 2 2 4 4 4 2 2 2 4 3 3 2 2 2 2 3 3 2 . 6 2 .6 2 . 6 1
6276 2 2 2 1 1 1 2 2 2 1 1 1 1 1 1 2 1 1 1 1 1 1 . 5 1 .3 1 . 3 1
6277 1 1 1 1 1 1 3 3 3 1 1 1 2 2 2 3 3 3 3 3 3 1 . 8 1 .8 1 . 8 1
6278 3 3 3 1 2 2 5 5 5 1 1 2 2 2 2 4 4 5 3 3 3 2 . 6 2 .8 3 . 1 5
6279 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
6280 3 3 3 1 2 2 1 1 1 1 1 1 2 2 2 3 2 2 4 4 4 1 . 8 1 .8 1 . 8 3
6281 : 3 3 3 1 4 4 4 4 4 4 4 4 4 4 4 4 4 4 3 3 3 3 . 3 3 .8 3 . 8 2
6282 1 1 1 1 1 1 2 2 2 3 3 3 1 1 1 1 1 1 4 4 4 1 . 5 1 .5 1 . 5 1
6283 1 1 1 1 1 1 2 2 2 1 1 1 1 1 1 1 1 1 4 4 4 1 . 1 1 .1 1 . 1 1
6284 1 1 1 1 1 1 3 3 3 i 1 1 1 1 1 2 1 1 1 1 1 1 . 5 1 .3 1 . 3 1
6285 1 5 5 5 1 5 5 4 4 4 2 5 5 3 3 4 5 5 5 5 j 5 5 3 . 3 4 .5 4 . 6 3
d e f a u l t s : 10 10 9 .25: 1 5  .: 35 5 ■ ; 4 ' 4. 14 14 12 12 , .12. 12 8 8 ; 8 13 12 12,. 12
C h a n g e s : 0 1 .10 0 1 0 , : 1 : ■ . 2 : •: 3 1 6 2 0 3 . 1 5 .4 ■ 1 . 4

Number of patterns = 27. Number of patterns = 31. E l -  E6 are the in-group experts. C is the criterion rating. rl-r3 are the rounds. E7 

is the out-group expert.
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July 2001 Ratings

: E l V E2 ■ :e 3-. ’ E4 . : :E5 l l .  56 E7 G r o u p C
r l r 2 r 3 ' r l r 2 r 3 r l  . 1-2 . r 3 ; r l r 2 r 3 r l r 2 r 3 r l •::,r2:V r 3 r l r 2 r 3 ; r l  ' . ± 2 r 3

6039 4 4 4 1 4 4 3 3 3 3 3 3 3 3 3 4 4 4 5 5 5 3 3 . 5 3 . 5 5
. 6051 1 1 3 1 3 3 4 4 4 1 1 1 3 3 3 4 4 4 2 5 4 2 . 3 2 . 6 3 4

62 15 4 4 4 1 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 3 . 5 4 4 4
6 2 5 5 ; , : : ; 1 1 1 1 1 1 2 2 2 1 1 1 1 1 1 3 3 2 2 2 2 1 . 5 1 . 5 1 . 3 2
6267 1 1 1 1 1 1 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 . 3 1 . 3 1 . 3 2
6268 4 4 4 1 3 3 2 2 2 4 4 4 4 4 4 4 4 4 4 4 4 3 . 1 3 . 5 3 . 5 4
6270  . 2 2 2 1 1 1 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 . 3 1 . 3 1 . 3 1
6271 1 1 1 1 1 1 2 2 2 1 1 1 1 1 1 2 2 1 1 1 1 1 . 3 1 . 3 1 . 1 1

.6 28 5 :  . 2 2 2 1 2 2 4 4 4 1 1 1 3 3 3 3 3 3 4 5 4 2 . 3 2 . 5 2 . 5 2
6291: 2 2 2 1 1 1 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 . 3 1 . 3 1 . 3 1
6 2 9 2 ; 2 2 2 1 1 1 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 .  5 1 . 5 1 . 5 2
6293 3 3 3 1 2 2 1 3 3 3 3 3 3 2 3 3 3 3 3 3 3 2 . 3 2 . 6 2 . 8 2
6 2 9 4  : 2 2 2 1 2 2 3 3 3 2 2 2 1 1 1 3 3 2 1 1 1 2 2 . 1 2 2
6295 2 2 2 1 2 2 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 . 5 1 . 6 1 . 6 2
6296 1 1 1 2 2 2 1 1 1 1 1 1 2 2 2 2 2 2 1 1 1 1 . 5 1 .  5 1 . 5 3
6297 1 1 1 1 2 2 3 3 3 3 3 3 3 3 3 2 3 3 1 1 1 2 . 1 2 . 5 2 . 5 2
6298 . 1 1 1 1 3 2 3 3 3 4 4 4 1 1 1 1 1 1 1 1 1 1 . 8 2 . 1 2 2
6299 1 3 3 1 4 4 4 4 4 4 4 4 4 4 4 3 4 4 4 4 4 2 . 8 3 . 8 3 . 8 4
6300 2 2 2 1 2 2 2 2 2 3 3 3 2 2 2 1 1 2 3 3 3 1 . 8 2 2 . 1 2
6301 1 1 1 1 1 1 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 . 3 1 . 3 1 . 3 1
63.02 1 1 1 1 1 1 3 3 3 3 3 3 1 1 1 1 1 1 3 3 3 1 . 6 1 . 6 1 . 6 2
6303:. 4 4 4 1 5 5 4 4 4 4 4 4 4 4 4 3 4 4 3 5 5 3 . 3 4 . 1 4 . 1 4
63 04 2 2 2 1 1 2 2 2 2 2 2 2 2 2 1 1 1 2 4 3 3 -1 .6 1 . 6 1 . 8 1
6305 1 1 1 1 1 1 3 3 3 2 2 2 1 1 1 1 1 1 4 4 4 1 . 5 1 . 5 1 . 5 2
63 06 1 1 1 1 J 1 1 2 2 2 3 3 3 1 1 1 1 1 1 4 3 3 1 . 5 1 .  5 1 . 5 2
6307  . : 1 1 1 4 4 4 4 4 4 2 4 4 1 2 2 1 1 1 4 4 4 2 . 1 2 . 6 2 . 6 2
d e f a u l t s 13 12 111 : 24 11 10 2 : 1 1 . 9 9 9 14 13 13 13 1 3 1 1 ■11 1 1 1 1 5
C h a n g e s : 1 : ; i ' 1 3 2 : !■ 0 1 0 2 2 3 5 0 5 2 5 . 6 1 . 5  :

Number of patterns = 26. Number of patterns = 31. E l -  E6 are the in-group experts. C is the criterion rating. rl-r3 are the rounds. E7

is the out-group expert.
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6 354  . 1 1 1 1 1 1 2 2 2 4 4 4 1 1 .1 2 2 2 5 5 5 1 . 8 1 . 8 1 . 8 1
d e f a u l t s  .. :: 5 ■ ;5 ■. 21 21 3 : : 3 \ , .2 , , : 18 14 14 30 28 26 12 11. 11 18 17 . . 1 7 1 9
C h a n g e s : ... 0" 19 1 . : o 1 : 6 0: >3 : 3 1 1 ■/ 0 2 ..: :3.. . 7 .2 1 .3  .

Number of patterns = 40. Number of patterns = 31. E l -E 6  are the in-group experts. C is the criterion rating. rl-r3 are the rounds. E7

is the out-group expert.
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Mid-study survey response summary

135

Features Not at all

1 2 3 4

Always

5

1 Pattern description 0 0 1 1 4

2 Surveillance and outcome isolate counts (i.e. 

the ratios for each month)

0 1 0 0 5

3 Location summary 0 0 1 1 4

4 Pattern’s history (displayed by clicking at the 

pattern ID)

1 3 2 0 0

5 Patient listing - source 0 0 1 2 2

6 Patient listing - location 0 0 2 1 3

7 Patient listing - antibiogram 0 0 2 2 2

8 Patient listing -  specimen date 0 0 1 5 0

9 Patient listing -  duplicate isolates’ info 0 1 4 1 0

10 Cross pattern relationships 0 3 2 1 0

11 The “Show” button in the upper part of the 

screen (To show patterns with the selected 

attributes)

4 0 1 0 1

13 Group’s importance score 1 1 3 0 1

14 Group’s importance rank 0 1 3 1 1

15 Group’s importance rating distribution 0 1 2 0 3

16 Group’s reasons 2 3 0 1 0

17 Group’s elaborated reasons 0 1 0 5 0

18 Are your ratings for 1-11 the same in all 

rounds?

0 0 0 0 6

19 Did you seriously select the clickable reasons 2 0 1 0 3
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Post-study Survey Summary

Strongly
Disagree

1
Disagree

2
Neutral

3
0

Agree
4
4

Strongly
agree

5
1 The Infection Surveillance 

System website was easy to
navigate.

0 0 2

2 I had no trouble reading the 
information displayed on
screen.

0 0 0 3 3

3 The information was displayed 
in a way that was easy to 
understand.

0 0 2 3 1

4 The terminology was consistent 
with standard medical use

0 0 0 5 1

5 The instructions were clear and 
easy to understand.

0 0 0 5 1

6 The response time of the 
website was good.

0 0 0 4 2

7 It was useful to see the other 
panel member's votes and 
comments before I made my 
final decision.

0 1 0 2 3

8 Other group members 
contributed expertise that I 
found useful in my decision 
making

0 2 0 3 1

9 The process of using successive 
rounds of voting with the 
option of changing votes was a 
useful group decision- making 
process.

0 1 1 aJ) 1

10 I would use such a group 
decision-making process again.

0 0 2 0 2

11 I would say the time required to 
complete the process each 
month was about right.

0 1 1 4 0

12 I made a sincere effort to 
review the data and to use the 
voting process as directed 
(please be honest).

0 0 0 5 1

Very
difficult Difficult

About
right Easy

Very

13 The difficulty involved in 
making judgments using the 
website information was:

0 2 3 1 0
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Post Study Survey Summary (Continued)

Questions 14-18 are free text questions:

14. Describe your overall opinion of the use of the iterative group decision process to 
determine interpretations for the alerts.
No response.

15. What are the strengths and the weaknesses of this process? What did you like and 
dislike?
1 response: Gives one the opportunity to initially make a decision independently, but 

subsequently re-examine it in light of other's input. Good for learning.

16. How might the process be improved?
1 response: I would suggest only two rounds, followed by results.

17. How might the website be improved?
No response.

18. Other Comments (especially if you wish to elaborate on any of the questions in this 
survey)
1 response: Don't stop now!
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< THE UNIVERSITY OF'
> ALABAMA AT' BIRMINGHAM.

institutional R eview  Boars; for H um an Use

Form 4: IRB Approval Form 
Identification and Certification of Research 

Projects Involving Human Subjects

The Institutional Review Board for Human Use (IRB) has an approved Multiple Project Assurance with the Department of 
Health and Human Services and is in compliance with 21 CFR Parts 50 and 56 and ICH GCP Guidelines, The Assurance 
became effective on January i, 1999 and the approval period is for five years. The Assurance number is M-l 149.

Principal Investigator: WONG, DAISY Y.

Co-lnvestigator(s):

Protocol Number: X000807003

Protocol Title: Collaborative Interpreting fo r  Knowledge Discovery

The IRB reviewed and approved the above named project on 10 - &•"<>£-, The review was conducted in accordance with 
UAB’s Assurance of Compliance approved by the Department of Health and Human Services. This Project will be subject to 
Annual continuing review sis provided in that Assurance.

This project received EXPEDITED review.

IRB Approval Date: KO - 0  2. -  C  ~t~

Investigators please note:

The IRB approved consent form used in the study must contain the IRB approval date and expiration date.

IRB approval is given for one year unless otherwise noted. For projects subject to annual review research activities may 
not continue past the one year anniversary of the IRB approval date.

Any modifications in the study methodology, protocol and/or consent form must be submitted for review and approval 
to the IRB prior to implementation.

Adverse Events and/or unanticipated risks to subjects or others at UAB or other participating institutions must be 
reported promptly to the IRB.

Date IRB Approval Issued:.

Marilyn Doss, M.A.
Vice Chair o f the Institutional Review 
Board for Human Use (IRB)

4 70  Administration Buiidu 
701 :

T h e  U n iv e r s ity  of 
A la b a m a  a! B irm in g h a m
M ailin g  A d d r e s s :  
A B  4 7 0
? 5 3 0  3RD AVE S 
B IR M IN G H A M  AL 3 5 2 9 4 - 0 1 0 4
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GRADUATE SCHOOL 
UNIVERSITY OF ALABAMA AT BIRMINGHAM 

DISSERTATION APPROVAL FORM 
DOCTOR OF PHILOSOPHY

Name of Candidate Daisy Wong_________________________________

Graduate Program Computer Science____________________________

Title of Dissertation Collaborative Interpreting for Knowledge Discovery

I certify that I have read this document and examined the student regarding its 
content. In my opinion, this dissertation conforms to acceptable standards of 
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