
University of Alabama at Birmingham University of Alabama at Birmingham 

UAB Digital Commons UAB Digital Commons 

All ETDs from UAB UAB Theses & Dissertations 

2008 

Enabling the Direct Simulation (Monte Carlo) of Physical Vapor Enabling the Direct Simulation (Monte Carlo) of Physical Vapor 

Deposition Deposition 

Ramprasad Venkataraman 
University of Alabama at Birmingham 

Follow this and additional works at: https://digitalcommons.library.uab.edu/etd-collection 

Recommended Citation Recommended Citation 
Venkataraman, Ramprasad, "Enabling the Direct Simulation (Monte Carlo) of Physical Vapor Deposition" 
(2008). All ETDs from UAB. 6650. 
https://digitalcommons.library.uab.edu/etd-collection/6650 

This content has been accepted for inclusion by an authorized administrator of the UAB Digital Commons, and is 
provided as a free open access item. All inquiries regarding this item or the UAB Digital Commons should be 
directed to the UAB Libraries Office of Scholarly Communication. 

https://digitalcommons.library.uab.edu/
https://digitalcommons.library.uab.edu/etd-collection
https://digitalcommons.library.uab.edu/etd
https://digitalcommons.library.uab.edu/etd-collection?utm_source=digitalcommons.library.uab.edu%2Fetd-collection%2F6650&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.library.uab.edu/etd-collection/6650?utm_source=digitalcommons.library.uab.edu%2Fetd-collection%2F6650&utm_medium=PDF&utm_campaign=PDFCoverPages
https://library.uab.edu/office-of-scholarly-communication/contact-osc


ENABLING THE
DIRECT SIMULATION (MONTE CARLO)

OF
PHYSICAL VAPOR DEPOSITION

by

RAMPRASAD VENKATARAMAN

CHIH-HSIUNG CHENG, COMMITTEE CHAIR
RYOICHI KAWAI

ROY P. KOOMULLIL

A THESIS

Submitted to the Graduate Faculty of The University of Alabama at Birmingham,
in partial fulfillment of the requirements for the degree of

Master of Science

BIRMINGHAM, ALABAMA

2008



ENABLING THE
DIRECT SIMULATION (MONTE CARLO)

OF
PHYSICAL VAPOR DEPOSITION

RAMPRASAD VENKATARAMAN

MECHANICAL ENGINEERING

ABSTRACT

An existing, parallel, unstructured mesh-based Direct Simulation Monte Carlo (DSMC)

code has been validated for scenarios akin to high-speed re-entry flows. Several test

cases with experimental information from existing literature have been identified and

used in the validation of the results. These include flows over a sphere and blunt

cones at varying angles of attack, expanding flows through an orifice and flow over

flat plates. The DSMC implementation has then been extended to verify the its

ability to handle other high Knudsen number regime flows. Work done, specifically

targets enabling the simulation of vapor phase transport processes in Physical Vapor

Deposition chambers by building a set of generic and extensible features into the

implementation. Existing Physical Vapor Deposition simulation literature has been

reviewed to understand the state of the art and to identify a prioritized list of new fea-

tures that will benefit the current implementation. Enhancements revolve around the

development of new (and more flexible) means of introducing and removing mass flux

from the flow domains and include features like support for multiple inlets, arbitrary

spatial variations in input flow properties, perfectly or partially sticking gas-surface

interactions, the handling of backscatter fluxes in the simulation domain etc. This

work has enabled this DSMC code to potentially handle vapor deposition flows of re-

alistic complexity. Results from the simulations of a representative vapor deposition

scenario are presented and compared against reference literature. The document also

discusses and suggests avenues for further work in similar directions.
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CHAPTER 1

INTRODUCTION

1.1 Statement of Objectives

The work done for this thesis has focused on inheriting, validating and ex-

tending an existing Direct Simulation Monte Carlo (DSMC) program - The Parallel

Direct Simulation Code (PDSC). Consequently, the primary objectives involve:

• Verifying the capabilities of the code.

• Validating the results for high Mach and Knudsen number flow simulations akin

to those found in upper-atmosphere / re-entry environments.

• Extending the program’s feature-set to allow it to handle vapor deposition pro-

cesses that approach real-world scenarios in complexity, and,

• Observing its performance in simulating the gas-phase phenomena in such pro-

cesses.

1.2 Summary of Principal Contributions

Here is a brief list of the primary contributions of this thesis work. The list is

not restricted to just methodological contributions but also mentions the outcomes of

efforts directed at inheriting the code and ensuring that it has been setup satisfactorily

in the local cluster environments.
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1.2.1 Methodology and Code Capabilities

• Multiple Inlet Conditions: Implemented support for multiple inlets with

different sets of flow properties.

• Species Fractions at Inlets: Modified the pre-processing and the core direct

simulation components to make them accept species fractions as part of the

inlet flow descriptions. Then, introduced the ability to handle different species

fractions at each inlet.

• Gas Composition for Domain Initialization:Added capability to specify

the gas composition for domain initialization independently from the compo-

sitions at the inlets. This feature prevents spurious vapor plume profiles and

reduces the burn-in period.

• Inlet property profiles: Introduced support for multi-dimensional, arbitrarily

oriented, free-form flow profile definitions that require no coding by the user.

• Completely plastic gas-surface collisions: Added ability to model solid

surfaces as completely or partially sticking surfaces with a user-specified sticking

coefficient. Set the stage for the adding support for multiple solid boundary

conditions (akin to multiple inlet conditions).

1.2.2 Implementation

• Re-usability: Introduced reusable, encapsulated, object-based F90 implemen-

tations of some basic concepts (Cartesian vector, Cartesian plane, coordinate

frame, grid point, macroscopic flow properties, flow profiles, interpolation algo-

rithms) that can be used as the seed to modernize the rest of the code.

• Flexibility: Identified and removed instances of hard-coded parameters from

both the PDSC and Parallel Automatic Mesh Refinement (PAMR).

• User Input: Streamlined the process of setting up program input to a set of

intuitively-named files. Weeded out instances of duplicated user input.
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• Scripting: Pruned driver script file that drove preprocessing, PDSC-PAMR

interaction, successive refinement, post-processing and error logging.

• Parallel Environment: Converted the Portable Batch System (PBS) based

PDSC-PAMR interfacing script to a Sun Grid Engine (SGE) based script.

Weeded out parallel environment specific variables from the script.

1.2.3 Software ”Good” Practices

• Version Control: Used Subversion to version control the code, enabling re-

gression testing of each new feature in isolation.

• Build Automation: Automated build process by setting up GNU Makefiles.

• Porting: Resolved compiler & MPI library dependencies and portability issues

on Coosa (a Linux cluster computing resource available on campus).

• Documentation: Initiated a code documentation exercise. Added comments

to dozens of key subroutines.

1.3 Document Organization

The chapters in this thesis document have been divided into three parts to

clarify their overarching objectives.

Part I, consisting of chapter 2 and chapter 3, provides the context for this work.

chapter 2 briefly introduces PVD and discusses the relevant experimental setups and

process phenomena. It also attempts to describe process variations popular in vapor

deposition and wraps up by briefly making cases for the economic need for a simulation

based approach to designing PVD apparatus, and, for the technical need for adopting

a direct simulation approach to such studies. For someone acquainted with such

thin film fabrication processes, the initial portions of this chapter may not provide

new information. chapter 3 classifies and reviews available literature pertaining to

PVD simulations. It also comments briefly on the availability of experimental data to
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support studies akin to this work. Considerable effort has been invested in studying

obtainable literature to prepare this review. Though the instances discussed are only

a portion of what is available, they have been chosen with the belief that they best

represent the developments and considerations that warrant some discussion.

Part II deals with the general simulation methodology, the specific implement-

ation of this methodology, and the contributions of this work to that implementation.

chapter 4 describes the DSMC methodology and attempts to present a very non-

mathematical treatment of the assumptions and principles involved. For someone

familiar with DSMC, the only novelty may be some of the phrases and quotations

used. chapter 5 talks specificially about the particular implementation of the DSMC

method that was used as the starting point for this work and attempts to explain

some of the feature highlights of this code. chapter 6 discusses in some detail the

principal contributions of this work. Again, an attempt has been made to minimize

the use of equations in the explanation and to present only the extremely necessary

parts of relevant algorithms.

The last portion of this document, Part III, presents results pertaining to the

two major objectives of this work. chapter 7 presents results from an extensive vali-

dation exercise in which the ability of the code to handle high speed, high Knudsen

number flows were studied. chapter 8 presents some of the results obtained from sim-

ulations of PVD scenarios using the enhanced version of the code. Finally, chapter 9

suggests possible future work in similar directions and concludes the discussions pre-

sented in this document.



PART I

BACKGROUND AND MOTIVATION
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CHAPTER 2

PHYSICAL VAPOR DEPOSITION

2.1 Vapor Deposition

Vapor deposition, in general, is a fabrication technique that involves the con-

densation of element / compound vapor(s) to form solid deposits. The array of

different vapor deposition techniques can be generally classified into two categories,

viz. Physical Vapor Deposition (PVD) and Chemical Vapor Deposition (CVD). The

significant difference between the two processes is the manner in which the binding

energy is supplied. Binding energy, in this context, refers to the energy required to

bind (deposit) the material onto the surface. In the case of PVD, film deposition on

the required surface (substrate) is primarily a physical process like condensation. In

contrast, CVD techniques depend on chemical reactions that occur on or near the

substrate to bind the film material to the surface [2]. Another highlight of PVD is

its dependence on a high-vacuum. As the transport processes involved in PVD are

primarily physical, high-vacuum environments are a common requirement for most of

the PVD methods [3]. This is not a stipulation for CVD methods, though.

The primary application of vapor deposition methods is in the manufacture

of thin films. A common, alternative fabrication method is electroplating. While

these methods are often viewed as complementary or competing techniques, each has

its own niche. This is because of the range of possible film properties that can be

obtained with each method [4, 5, 6].
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2.2 Terminology

Before embarking on further details, it might be necessary to quickly explain

a few relevant terms.

• Target: Refers to the source of material that is to be evaporated for later

deposition. It can be either solid or liquid and can refer to more than one

source (in the case of alloy deposition).

• Substrate: Refers to the surface on which the film is deposited. This may be

planar or otherwise. From a deposition chamber design perspective, this is the

region of maximum interest, as the prime concern will be to monitor the gas

phase and surface phenomena at or near this surface.

2.3 Applications

PVD processes have now found a wide range of applications [3]. Some of these

are listed here:

• the fabrication of high temperature superconducting films [7],

• coated fibers used in metal / ceramic matrix composites [8, 9],

• microelectronics and Integrated Circuit (IC) interconnects [10],

• coatings on medical implants like

– stents [11, 12] and

– dental prostheses [13, 14],

• thermal barrier coatings [15],

• optical coatings [3],

• magnetic & optical recording media [16],
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• corrosion resistant coats on machinery like turbine blades [3]

• wear resistant coats on machine tools [17]

• inert coatings on high-pressure die casting machinery [18] etc.

2.4 PVD Techniques

PVD technology has advanced considerably over the years, and a wide variety

of different configurations and techniques have been developed. This section will

outline some of these major techniques, allowing me to place in context, the need for

a simulation-based study of such deposition mechanisms. More detailed handling of

PVD systems can be found in Holland [19] and, Kern and Vossen [20].

2.4.1 Evaporation

Evaporation deposition techniques effectively use heat to vaporize the atom

and create a vapor phase that then travels from the target to the substrate. Different

evaporation-deposition mechanisms differ mainly in the manner in which the target

material is heated to produce the vapor phase.

2.4.1.1 Direct heating

This method is relatively the simplest, as it just involves vaporizing the com-

ponent materials in a high vacuum to generate the vapor phase. The materials can be

heated in crucibles or directly in the form of wires etc. The schematic in Figure 2.1

shows the approximate setup of such an apparatus. Disadvantages include finding the

appropriate inert material for the containing crucibles that can withstand the high

vaporization temperatures of the film material.

2.4.1.2 Flash Evaporation

The technique involves pre-heating the crucibles to a temperature higher than

the boiling point of the materials and then gradually introducing the film material in
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TARGET

SUBSTRATE

Deposited Film

Vapor Plume

Crucible
Heat

Figure 2.1 An example of a Direct Evaporation PVD layout

small amounts. The technique is a very crude method for depositing alloy materials

and is not of much interest to precision film deposition industries.

2.4.1.3 Electron-beam evaporation

This approach involves shooting an electron beam at the target surface that

then vaporizes the material in the immediate neighborhood owing to local heating.

This generates a vapor phase without heating the crucible. Alloy films can be pro-

duced by rastering the electron beam across multiple sources so that the components

mix in the vapor phase.

2.4.1.4 Pulsed Laser Deposition

A laser beam is used instead of an electron gun to vaporize the target material.

The schematic in Figure 2.2 shows the general layout for both electron-beam and

pulsed-laser depositions.

2.4.2 Sputtering

Sputtering techniques rely on bombarding the target surface with an ion

stream to mechanically knock out the target atoms into the vapor phase. The sput-

tering phenomenon is because of the momentum exchange between the incident ions
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TARGET
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Deposited Film

Vapor Plume

LASER / E-BEAM

Figure 2.2 Schematic layout of e-beam or laser beam PVD

and the target atoms. Fundamental to the process is a source of ions that will sus-

tain the process. Similar to evaporation techniques where the source of heat was the

basis for classification, so too in sputtering, the source of ions gives rise to different

methods. Some classifications for sputtering techniques follow.

2.4.2.1 Glow discharge sputtering processes

This utilizes the well known phenomenon of glow discharge that occurs due to

the breakdown of a gas between two electrodes across which a potential is applied.

Once ionized, the gas ions are accelerated towards the cathode. There, they impinge

on the cathode to sputter out the cathode material. As a byproduct they also produce

secondary electrons which are accelerated into the chamber ionizing more of the gas.

Some of the types of glow discharge sputtering include

• Diode sputtering

• Bias sputtering

• Magnetron sputtering

• RF sputtering
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2.4.2.2 Ion-beam sputtering processes

These are typically high-vacuum deposition methods where the ion source is

removed from the system and the ion flux is introduced as a focused, collimated beam

into the chamber. This beam then impinges on the target to sputter the material

into the vapor phase. The deposition chamber can then be maintained at a higher

vacuum without a loss of sputtering efficiency.

2.5 Process Variations in PVD

The different types of PVD are augmented by several variations in the pro-

cess. These variations are mostly targeted at improving materials utilization or the

properties of the deposited film, or film thickness & uniformity, substrate coverage

etc. Often, these variations have significant impacts on the quality of the process and

are prime necessitate detailed studies to improve an understaning of their impact.

2.5.1 Ion beam assisted PVD

Ion beam assisted deposition involves supplementing the vapors incident on

the substrate with an ion flux. The ion flux is usually a focussed beam of chemically

inert, energetic atoms (e.g. Ar + ) that strikes the substrate simultaneously with

the vapor atoms. This technique is used to advantage in several scenarios to produce

films with lesser residual stresses, a gradual composition gradient at the interface

between the substrate and the film etc.

2.5.2 Plasma activation

Plasma activation refers to the process of activating (ionizing) the incident gas

(vapor) atoms using a plasma in the vicinity of the substrate. This process affects

the final film structure and properties by varying the activation levels of the incident

vapor. A very similar technique is Ionized PVD [21] which uses a plasma to ionize
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the vapor plume which is then accelerated towards the substrate by means of electric

potentials.

2.5.3 Carrier gas assisted PVD

Carrier gas assisted vapor deposition, is a process where the vapor transport

from the target to the substrate surface is aided by a gas jet that entrains the vapor

atoms in its path and carries them to the substrate. Such an approach improves

material utilization efficiency and also impacts mixing and the uniformity of the film

composition. Published accounts use terms like Jet Vapor Deposition, Directed Vapor

Deposition etc. [22, 23].

2.5.4 Reactive transport

A common approach to creating oxide coatings is to introduce oxygen into

the reactor so that it can react with the vapor plume and deposit an oxide layer.

This approach is commonly used to deposit superconducting films [24]. These kind of

variations begin to blur the distinction between PVD and CVD. There are accounts

of hybrid deposition methods in literature [25].

2.5.5 Moving substrates

A very common, industrial variation in the manufacturing process is to in-

troduce mechanisms to translate or rotate the substrate [26]. This has applications

in situations where the substrate is either a continuous surface that can be steadily

fed into and removed from the deposition chamber (e.g. industrial, inline deposition

equipment) [27] or in scenarios where coatings are desired on complex geometries (e.g.

cylindrical fibers, biomedical implants etc.) [28].

2.5.6 Collimation

For certain applications, it is desired to introduce a collimator between the

target and the substrate to control the angles of incidence of the vapor atoms on
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the substrate. Collimation is usually achieved by means of a physical structure (e.g.,

a high aspect ratio honeycombed passage) that will filter out all vapor atoms with

angles of incidence that are not near-normal. The atoms that pass through are ones

which undergo near-collisionless transport from the target to the substrate. A typ-

ical application is for deposition on substrates with surface features like trenches

(semiconductor wafers) which would otherwise experience void formations due to the

formation of overhangs in the deposited film [29].

2.6 The Need for PVD Simulations

Vacuum deposition techniques have a niche for themselves in the core industrial

fabrication processes. Over the last several years there has been a steady use of

such methods. The applications typically demand tight process control to produce

thin films meeting exacting standards. In this context, accurate design of deposition

apparatus with the objective of achieving these standards is of prime importance.

However, minimizing costs while retaining control over the process necessitates a good

understanding of process variables that influence deposition thickness and uniformity.

Such an understanding is key to reactor (deposition chamber) design.

section 2.4 and section 2.5 briefly talked about the different types of PVD,

classified primarily by vapor phase generation mechanisms. The treatment has hope-

fully brought to attention the fact that a typical vapor deposition chamber plays

host to several sensitive, interacting phenomena. Briefly discussed below are some

influences worthy of attention.

• High Vacuum:Foremost among the complications in vapor deposition flows

is the high vacuum environment. This one factor obfuscates the underlying

flow phenomena and often produces flow features that defy intuitions based on

continuum flow paradigms.
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• Metal vapors: The majority of thin film applications involve the deposition

of metal atoms. The presence of a metal vapor phase immediately entails high

temperatures and steep temperature gradients, complicating interactions with

the relatively cooler background gases.

• Ion / Electron flows: Vapor phase generation mechanisms that use electron

/ ion sputtering to produce the vapor phase also introduce additional challenges

during the design phase. Designing chambers for such apparatus has to contend

with the presence of charged particle flows and their interaction with the gas

phase in the chamber. There have been several studies that focus on this aspect.

• Chamber Geometry: One major influence on the flow patterns in PVD is,

obviously enough, the chamber geometry. Amongst the biggest aims of reactor

design is to get this right to minimize the costs of operation and process control.

It must be quite obvious by now that the reactor design exercise calls for a

better understanding and quantification of the extent to which each process variable

can exert an influence. This in turn, requires a rigorous study of the chamber flow

phenomena and deposition mechanisms. Minor variations in any of the process vari-

ables can cause significant changes in the flow patterns in the chamber, affecting the

deposition rate and uniformity. More details on the complications involved in the de-

sign and study of such deposition chambers can be found in the exhaustive treatment

of such technologies in Smith [30], Holland [19] and, Kern and Vossen [20]. Extensive

experimental study is not viable, as generating high vacuums requires technology that

is not cheap. Real-time flow measurements in these high vacuum, high temperature

regimes also requires non-trivial tooling. A computational tool for the analysis and

design of such equipment is, hence, of great value. Such a capability will provide a

significantly cheaper and shorter design iteration cycle.



15

2.7 Why Direct Simulation for PVD Flows

The one unifying feature for most PVD techniques is their requirement of an

evacuated (low-pressure) chamber [3]. This is because a low background pressure en-

sures that the sputtered (vaporized) atoms have high mean free paths, and thus form

a molecular beam from the target to the substrate. This achieves higher deposition

rates. High chamber pressures will result in more atomic collisions, a significantly

higher role for diffusion processes, and hence, a drastic reduction in the incident va-

por phase flux at the substrate. Apart from this, the heating effects on the target,

due to evaporation or sputtering, generally cause steep temperature gradients. Ad-

ditionally, in several real deposition environments, the ionic plasmas that participate

in the vapor phase creation contribute heavily to thermal non-equilibrium effects.

Such factors result in the failure of continuum flow laws within the deposition

chamber. The flows exhibit distinct non-continuum characteristics like thermal non-

equilibrium, non-trivial vibrational energy components, low or counter-intuitive (from

a continuum standpoint) diffusion behaviors etc. Knudsen number and breakdown

parameter [31] calculations for deposition equipment will attest to this fact [24]. The

numerical study of PVD flow phenomena, hence, requires non-continuum approaches

like direct simulation. This should be more evident once the underlying assumptions

and philosophies of the method are discussed in chapter 4.
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CHAPTER 3

PVD STUDIES: EXISTING LITERATURE

3.1 Simulation Methodologies

The bulk of the numerical approaches used in vapor deposition simulations

are particle based methodologies. As was mentioned in the previous chapter, this

is because the applicability of continuum methods is severely limited. Listed below

are a number of methodologies that have been used in non-continuum or micro-scale

simulations.

• Direct Simulation Monte Carlo (DSMC) [32, 33]

• Test Particle Monte Carlo (TPMC) [34]

• Kinetic Monte Carlo (KMC) [35]

• Particle-in-Cell Monte Carlo (PIC-MC) [36]

• Molecular Dynamics (MD) [37]

• Bi-atomic Collision Theory (BCT)

• Lattice Boltzmann Method [38]

Several of these are based on the similar fundamental theories and differ in the

computational approach or the algorithms involved in sampling the relevant results

etc. Descriptions or comparisons of these methods for applications of interest will not

aid or enhance any discussions in this document and, hence, have been left out. There

exists literature that focuses on these topics [39, 40, 35]. However, it may be relevant

to mention here that the advances in high performance computing technology and
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resource availability have leveled the playing field and hence, have given an edge to

the more complete or self-consistent simulation approaches.

The methods listed above trade varying degrees of fidelity and self-consistence

against computational economy. Self-consistence here means the ability to incorpo-

rate different interacting components of the system to be able predict their collective

influence on each other without having to resort to empirical models or fixed user-

supplied conditions. For e.g, in a PVD system this might include the vapor phase,

the background gas phase, the vapor generation mechanisms (ion beams etc.) and

other such components of the PVD environment. A completely self-consistent simul-

ation will incorporate each of these components into the simulation and account for

their interactions. However as this may prove too complicated or computationally

expensive, other approaches might decouple the interactions between these compo-

nents and model them separately or include static empirical models for some of the

components.

In the context of self-consistence, it may be pointed out that the truly self-

consistent simulations will be those that span multiple length scales to capture all

events of interest in the vapor deposition process. This will include macro-scale

species transport, micro-scale film profile evolution, and nano-scale atomic interac-

tions that provide first principles based estimates of model parameters to the macro

and micro scales. It may be argued that a meso-scale module is necessary in bridging

the gaps between the macroscopic length scales and micron-scale profile simulations.

However, for the purposes of understanding, the length scales mentioned above host

all the phenomena of interest in vapor deposition systems. Different approaches to

PVD simulations adopt different levels of holism. A choice of simulation approach is

also influenced by the objectives of the exercise. The methods, and available vapor

deposition simulation literature using these methods can, hence, be classified, based

on these criteria, into:

• Reactor scale gas phase transport and reaction simulations
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• Feature scale surface evolution simulations

• Multi-scale models that combine both reactor-scale and feature-scale simula-

tions

In the following sections is a review of some relevant literature. It discusses

studies that are representative of the current status of vapor deposition simulation

capabilities.

3.2 Reactor-scale Vapor Phase Studies

The primary goal in such analyses is to track the vapor phase flow (and reac-

tion) mechanisms in the deposition chamber. Such a study offers deep insights into

the transport mechanisms and the intricacies of the vapor phase phenomena that in-

fluence the deposition quantity and quality. Studies generally focus on the transport

of the vapor atoms from the target to the substrate and also on the vapor flux at the

substrate. Calculations usually predict the vapor flux, and the velocity & angular

distributions of the vapor atoms arriving at the substrate. This information on its

own provides some insight into the deposition rates and can be useful in the opti-

mization of the process variables to achieve tighter control over deposition. There is

also published work that has attempted to directly find empirical correlations (from

simulation results), between the process variables and the film thickness at different

points on the substrate. The hypotheses of such exercises seem validated by other

studies that underline the influence of incident atom energies on film characteristics

[41]. Apart from DSMC, several published works have used a Test Particle Monte

Carlo (TPMC) scheme to obtain results. Specific instances of reviewed literature are

given below.
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3.2.1 Vapor generation

Chatain et al [42] have conducted experiments and used the TPMC method

to study the properties of atomic beams that are produced by electron guns. They

report experimental data of the mass flow rates, velocity and angular distributions of

a Gadolinium beam and also estimate the same through simulation. The transport

mechanism studied by them predicts the acceleration of the atoms owing to the con-

version of the electronic energies into translational energy during inelastic collisions.

To verify this model, they keep track of the electronic energies of the atoms and have

also incorporated a method to account for this electronic-translational energy transfer

in their simulations. In more recent work, they have repeated these calculations for

a Copper-Gadolinium alloy [43].

3.2.2 Vapor collision properties

Fan et al [24] have studied the expansion of atomic plumes generated by

Electron-Beam Physical Vapor Deposition (EB-PVD) and their deposition thickness

on a planar substrate using DSMC. Studies include the single-species expansion of

Yttrium and multi-species plume expansions (from multiple sources) and mixing of

Yttrium, Barium and Copper. These elements are chosen because of their immediate

applications in superconducting films. However, the oxygen required to deposit the

Yttrium Barium Copper Oxide (YBCO) alloy is not considered in the simulation,

and only non-reactive transport phenomena are studied.

The DSMC simulations in Fan et al [24] also account for the electronic energy of

the atoms in the flow simulation. This is justified in an earlier paper by Balakrishnan

et al [1], studying the ratio of translational to electronic energies for Ti atoms through

a relevant temperature range. They find electronic energies to constitute a non-trivial

portion of the particle energies and hence include them in their vapor deposition

simulations. Being able to compute the atomic absorption spectra numerically also
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provides them with a powerful means of validating their numerical studies against

real-time gas-phase property observations in experiment.

The advantage with spectra measurements is that the observations are non-

intrusive, and can be species-specific [44]. They also provide valuable glimpses at

the gas-phase properties during the deposition process. In contrast, the bulk of the

experimental studies report the deposition profiles as measured at the end of the

deposition process. The availability of such in-process measurements of the gas phase

properties will provide data that can be used to validate gas flow simulations in PVD

chambers. This is a need that remains to be met by other experimental studies.

3.2.3 Sputter deposition

Vapor phase transport simulations of Ti atoms through a background gas

(Argon) in two and three dimensional geometries have been performed by Kersch et

al [45, 46]. The particle energy and angular distributions at the substrate have been

found using both the DSMC method and the Test Multi-Particle Method (a variant

of TPMC). Deposition rates have been calculated for background gas pressures in

the 5 - 50 mTorr cm range. The authors have also compared multiple collision models

and proposed a custom model that derives from the established Variable Hard Sphere

(VHS) and Lennard-Jones (LJ) models.

The simulations by Kersch et al calculate the energy distributions of both the

Ti and Ar atoms at the substrate. Chamber flow phenomena such as the “sputtering

wind effect” are identified based on the simulations. Such phenomena stress the

need for coupled background gas-vapor atom simulations like those performed using

DSMC. In [45], Kersch et al also study the effect of a collimator on the deposition

rates, and energy & incident angular distributions of the particles at the substrate.

The collimator is modeled stochastically. Both of these simulation studies do not

take into account the plasma used to sputter the target. Hence the energy and

velocity distributions of the sputtered atoms at the target are modeled. A point of
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interest in the work reported in [46] is the authors’ choice of background gas models

in the TPMC simulations. The background gas is modeled as a spatially varying

Maxwellian distribution which is used to generate the molecular velocities whenever

collisions between the background gas and the vapo atoms need to be performed.

They observe that this choice results in deviations from the DSMC. This highlights

the importance of recognizing the non-equilibrium flows dominant in the reactor and

the costs of using approaches that sacrifice self-consistence.

The TPMC method, originally devised by Haviland & Lavin [34], is founded

on the same assumptions and principles as the DSMC method. However, it is not a

self-consistent scheme as it simulates only the vapor phase atoms, and is dependent on

other sources for the ambient conditions in the deposition chamber. The underlying

assumption in using the TPMC is that the vapor pressure of the Ti atoms is low

enough to neglect the effects of Ti-Ti collisions. The influence of Ti-Ar collisions

on the overall chamber flow phenomena is also assumed to be negligible. This is

effectively an uncoupled approach to the simulation of the background gas and the

vapor atoms. Once the background gas simulations are completed, a new simulation

of just the Ti vapor atoms is started. This involves shooting a large number of ’test ’

vapor particles from the target to the substrate. The trajectories of each of the

particles are influenced by collisions with the background gas atoms that are modeled

stochastically, based on the results from the background gas simulations.

Minimizing statistical scatter in a simulation would require that a sufficient

number of vapor atom trajectories be sampled. For low vapor phase concentrations

of the film material this might sometimes result in an unmanageably large number of

background gas atoms in the simulation. Unless other techniques are used to sidestep

such issues associated with including trace species in the simulation, completely self-

consistent simulations become expensive. One means of reducing simulation costs is

at the expense of this self-consistence. The TPMC method goes down this road by

assuming just a one-way influence between the background gas flow and the vapor
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flow. Thus sufficient vapor atom trajectories can be sampled with the use of relatively

lower computational resources.

3.2.4 Directed Vapor Deposition

Hass et al [28] have studied the Al atom transport through (on) a He carrier

jet to estimate the coating uniformity on a thin, cylindrical substrate (fiber). Their

experimental and computational studies are based on a novel technique known as

Directed Vapor Deposition where a jet of gas is used to carry the metal vapor(s)

onto the substrate [47]. This technique, a process that has been developed by Dr.

Wadley and his group at the University of Virginia, has been shown to produce tightly

controlled metal / metal alloy films. Literature from the group includes experimental

studies [47, 48] and simulation results [49] that have been corroborated against these.

Results published also include work done on multi-component alloy deposition and

reactive deposition [50].

The simulation approach in the group’s publications typically involve DSMC

simulations of the carrier gas jet, followed by repeated sampling of vapor atom tra-

jectories that use flow field properties generated in the first step. The random walk

behavior that each individually modeled atom trajectory displays, collapses into a

smoother, statistically averaged path after a sufficient number of samples. Again,

such an approach decouples the vapor transport from the carrier gas transport, pro-

viding only the one-way influence of carrier gas flows on the vapor atoms. For low

vapor phase concentrations, such approaches can be computationally beneficial.

Hass et al [28], however, uses a two-step DSMC simulation process. The first

step considers only the carrier gas flow through the whole chamber flow domain. Gen-

erated flow field maps are used as boundary (inlet) conditions for a second, smaller

and finer domain around the substrate. Vapor atoms are introduced into this second

domain with the same flow velocities as the carrier gas. A two-species simulation is

then conducted just in the vicinity of the substrate to obtain incident flow properties
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of interest. The publication shows that the normalized vapor phase density compares

well with experimental deposition profiles. The authors also repeat the experiments

and simulations at different pressure ratios to observe the influence of the jet velocity

(varied by altering the upstream pressure in the jet nozzle), on the deposition unifor-

mity. Experimental and Computational Fluid Dynamics (CFD) studies for the same

problem (PVD on fibers) have also been conducted by Hill [51].

3.2.5 Ion Beam Assisted Deposition

Youchison et al [52] have applied DSMC to model the plumes of Yttria-

stabilized-Zirconia (YSZ) in an Ion-Beam Assisted Deposition apparatus to produce

Thermal Barrier Coatings (TBC). They also investigate the effects of beam sharing

and pivot rotation on the quality of the coat produced. The ion beam (Ar+) and the

oxygen (injected to maintain stoichiometry) are also included in the simulations.

3.2.6 Collimated vapor transport

Lin et al [53, 54] have used Monte Carlo simulations to study a collimated

deposition process. They estimate the flux distributions of the vapor species at the

collimator exit and also at the substrate surface. Both collision-less and collision-

based models are used in a compare and contrast exercise. The dependence of the flux

distribution at the collimator exit on the angles made with respect to the collimator

axis is studied. The substrate flux distribution is also studied as a function of the

position on the substrate. In Lin et al [53], The authors have also considered the

effect of the different types of gas-surface interactions (specular and diffuse reflections,

completely plastic collisions) on the flux through the collimator and the deposition

profile. Based on all these studies, the authors attempt determine the influence of

the parameters controlling the simulation model (mean free paths, surface interaction

models, transport mechanisms) on the deposition profile.
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3.3 Feature-scale Surface Evolution Studies

The primary objective of such simulations is to track the evolution of the

profile of the deposited material on the substrate. Although tight process control

might ensure that the vapor phase concentrations at the substrate surface are uniform

throughout, this does not ensure a uniform coating all over the substrate. The final

film profile depends on the microscopic topography of the substrate. For e.g., in

the oft studied semiconductor wafer vapor deposition process [55, 56, 57], uniform

vapor-phase concentration contours are not a guarantee of uniform deposition. Also,

phenomena like diffusion or migration on the substrate surface might need to be

accounted for. Going a step further, studies also target an understanding of the film

morphology as a function of film profile evolution and hence, indirectly, as a function

of the incident vapor properties.

The ultimate objective of the vapor deposition process is to produce thin films

that meet the (usually exacting) requirements of the intended application. The ability

to control the properties of the film by varying the process parameters is an impor-

tant goal in vapor deposition innovation. This necessitates a quantified approach

to analyzing the profile evolution on the substrate. Film growth simulations play a

pivotal role in satisfying this need. These simulations normally yield the deposition

profile on the substrate, which can then be directly compared with Scanning Electron

Microscopy (SEM) data or other observations of the deposited profile. Their use in

studying the fabrication of microscopic features is because of their inherent focus on

surface phenomena at the required length scale.

3.3.1 Influences on film morphology

Hwang et al [58] have used Molecular Dynamics to study the film morphology

in the Ionized PVD process.

The Ionized PVD process [21] is a variant of typical sputtering, where the vapor

atoms get ionized while passing through a non-reactive, ionized plasma which occupies
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the region between the target and the substrate. They can then be accelerated to

different energies using electric potentials. Controlling the incidence energies of the

particles influences film structure and morphology.

The authors in [58] have analyzed the influence of the composition of the in-

cident ion beam on the trench filling mechanisms and the morphology of the film.

The paper explains the models used to depict the trench, the incident source, the

deposition process etc. and presents results of film profiles obtained by varying sev-

eral process parameters like the incident ion energies, incident flux compositions etc.

The simulations aid in a better understanding of the mechanisms involved in film

deposition.

3.3.2 Film porosity evolution

Cho et al [59] use a KMC scheme to study TBC deposition on a rotating

substrate. The objective of the work reported is to gain an insight into the evolution

of porosity in the film during PVD.

Porosity plays an important role in determining the thermal conductivity and

erosion resistance of deposited films, influencing one beneficially while the other, detri-

mentally. Typical influences on the porosity are the incident vapor properties, the

energies of the incident (vapor / assisting gas) atoms, existing surface topography etc.

Substrate rotation, a common fabrication technique to deposit films on complex ge-

ometries can also influence porosity by providing a “sunrise / sunset” [59] periodicity

to vapor incidence.

The authors, in this study, take into account phenomena like surface diffusion

and the shadowing effects of the surface topography while modeling the creation

and evolution of pores on the surface. The dynamic relationship between the film

topography and the angle of incidence of impinging particles is also accounted for. A

detailed comparison of the film morphology from simulation and experiment is done.

Terry [60], in related work, has also studied the influence of geometry on the film
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microstructure while Schulz et al [61] have looked at the influence of vapor incidence

patterns in more detail.

The authors in Cho et al [59] work run a KMC algorithm on a two dimensional

hexagonal lattice structure that mimics the surface microstructure and observe the

effects of a periodic incident flux on the profile evolution. The paper also describes the

ballistic deposition model that has been employed to model the deposition process.

The model basically allows the choice of different substrate geometries to begin the

simulation and uses the lattice to specify possible sites that may be occupied by

moving atoms. Incident atoms are modeled as impinging from a relatively great

distance with varying angles of incidence. Vapor - Surface interactions are perfectly

sticking, i.e. once an incident atom is captured onto the surface, it is restricted

to move along the surface only. The model then simulates surface-bound evolution

phenomena like particle diffusion, relocation etc. by imposing a few rules on the

movement of atoms within the lattice (simulation domain). These rules are described

in the paper.

3.3.3 Continuum models for profile evolution

O’Sullivan et al [57] have studied the development of the film topography us-

ing a hybrid Molecular Dynamics (MD) - Continuum (Level Set) method. Targeted

applications are thin film fabrication for ICs. Their motivation stems from the ob-

jective of being able to predict minimum field and step coverage thicknesses using

quick approximations. To this end, they have chosen the Level Set scheme which

ignores microstructural information. The Level-Set method [62, 63] is a continuum

formulation that is used in tracking the time evolution of a moving interface (front).

A review of continuum models for film evolution by Cale et al Cale98, offers more

information about such approaches. In [57], results are compared with experimental

data for both collimated and un-collimated deposition.
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3.4 Integrated Multi-Scale Studies

Multi-Scale models attempt to do in one integrated simulation process, what is

done by the previous two types of simulations. They generally incorporate a simulat-

ion scheme that analyzes the vapor phase transport processes and uses the generated

results as input for a feature-scale simulation model. The vapor phase model takes as

inputs, the various process parameters that are relevant to the simulation. They then

produce predictions of the vapor and background gas flowfields, usually including de-

tailed profiles in the vicinity of the surfaces of interest. These results are then fed as

an input to the feature scale model. This model uses the provided vapor phase fluxes

as input values and simulates the evolution of the surface profile which is ultimately

the result of interest. Thus the influence of the process variables on the film profiles

can be predicted directly. This is a very powerful tool in the design optimization of

reactors, as it defines a quantified relationship between macroscopic parameters and

the microscopic details of interest.

It should be noted that there may exist a need for a meso-scale method to

fill the gap between feature-scale and reactor-scale simulations. The following quote

from Cale et al [64] should help clarify this.

“The two-scale approach (coupling reactor and feature scales directly)
makes the tacit assumption that the reactor scale simulator is able to com-
pute conditions above a particular feature, though its mesh is necessarily
coarse compared to the micron length scale of a feature scale simulator.”

Coronell et al [65] have developed such an integrated model for Sputter de-

position. The reactor scale model is based on the TPMC method which is used to

generate the required flux distributions. This is then fed to the feature scale model,

also based on a Monte Carlo scheme, that neglects the presence of the gas phase com-

pletely. This model then predicts the surface profile. Practical applications to reactor

design are also demonstrated by applying the integrated model to a comparison of

long-throw PVD and collimated PVD. Another sample problem that is attacked is
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the identification of a target erosion profile that optimizes the cross-wafer deposition

uniformity. Tuning the vapor generation mechanism to produce such profiles can

result in greater film uniformity and spread.

Arunachalam [66] et al have extended this integrated model to Ionized PVD.

They have also included MD simulations as another module that feeds data to the

feature scale model. Ion-surface interaction data are estimated by this MD module.

A similar study of ion-surface interactions has also been reported by Coronell et al

[67].

3.5 A Note on Experimental Data

This chapter has focused on reviewing different simulation approaches docu-

mented in literature. This has been with the intention of evaluating the state of the

art in PVD simulations and to identify a prioritized list of the capabilities of different

simulation software that enable them to tackle the reported PVD simulations. The

work done in this thesis is completely centered on the development of simulation capa-

bilities to tackle realistic vapor deposition problems. However, experimental data can

provide valuable insight and evidence for validating numerical models of a physical

phenomena. Most of the literature reviewed in the previous sections also contains ex-

perimental data or references to sources of these data. However, this section collates

such information and presents a brief note on the available experimental data that

can support numerical model development. In an attempt to be concise, elaborate

discussions are eschewed in favor of pithy comments on the different aspects of PVD

studies with pointers to other material.

3.5.1 Chamber geometry

Chamber geometry is one of the primary macro-scale influences on the micro-

scale phenomena that occur at the substrate. They directly and significantly affect

the vapor fluxes and hence the deposition profiles at the substrate. Most of the
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simulation literature provides descriptions of the chamber geometry that was used as

the computational domain for the vapor phase simulations.

3.5.2 Target models

Sputtering and EB-PVD processes typically erode the target surface in a non-

uniform fashion. This results in a non-planar target surface. This source surface

topography might affect the angular distribution of vaporized atoms, hence, influ-

encing the film uniformity and thickness. It might hence be beneficial to model this

target topography. Balakrishnan et al [1] provide simulation evidence to the contrary

after performing a sensitivity study to observe the effect of a non-planar target on the

chamber flow profiles. Target profiles are not available in other reviewed literature.

It is more common to include an energy and angular distribution profile for the

vaporized atoms in the simulation. This data has been reported in several reviewed

studies of vapor transport [1, 46].

3.5.3 Metal vapor properties

Numerical modeling of the non-continuum transport processes in PVD requires

the definition of particle (atom) interaction models that can accurately capture the

diverse interactions occurring in the gas phase. Typical, industrial PVD processes

involve multiple metal vapor species, background or carrier gas atoms and ionized

plasmas in the gas phase between the target and the substrate. Modeling atomic

interactions between all of the above presents considerable challenges and is critical

to high fidelity predictions. Crucial to the definition and validation of such models

is the availability of appropriate experimental data on which the parameters defining

the particle models can be based.

Particle models will be discussed in greater detail in section 4.5. The most

common particle model used in DSMC simulations is the VHS. There have been

PVD studies that use the simpler Hard sphere model [68]. The VHS usually requires

information that can allow it to reproduce the viscosity of the species being modeled at
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the required temperature ranges. This will typically boil down to the specification of

the collision cross-section at a reference temperature and the temperature dependence

of the viscosity.

Such data for metal vapor atoms in the vaporization temperature ranges is

not readily available in literature. This can be due to numerous reasons. Measuring

metal vapor viscosities at the temperature ranges typical of PVD metal vapors is a

challenging task. Also, experimental studies of PVD seem to focus more on the film

profile and properties than on measuring the properties of the vapor plumes / atoms.

In the course of this work, a need was felt for more comprehensive resources on high

temperature metal vapor property data, which could be used to define appropriate

model parameters.

A quick search of available literature shows that there exist numerous studies

of alkali metal vapor viscosity and several reports of experiments to measure the same

[69, 70, 71, 72, 73]. There have also been non-empirical approaches to computing the

transport properties of alkali metal vapors [74, 75] and attempts to fine-tune existing

atomic models (LJ) to match experimental data [76]. However, the very same searches

also turn up a dearth of similar data for other metal vapors.

Fan et al [24] voice similar opinions and propose a method to calculate the

collision cross-section for metal vapor atoms in the high temperature ranges that are

associated with metal vaporization energies. The proposed approach starts by using

coefficients of viscosity for alkali metal vapors obtained theoretically by Fialho et al

[77]. These values are then plugged into Equation 3.1 to calculate the constants κ

and η which are constants featuring in the inverse power law model [32].

µ =

5

(

kmT

π

)1/2 (
2kT

κ

)2/(η−1)

8A2(η)Γ

[

4 − 2

(η − 1)

] [3.1]

More on the inverse power law model can be found in section 4.5. The authors

make the assumption that metals occupying the same row in the periodic table obey



31

the same power law in the vapor phase. Hence, the values of κ and η obtained for an

alkali metal can be used to calculate the collision cross section and the temperature

dependence of the viscosity for other metals in the same row. The calculations are

according to the following equations:
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Computed values for the coefficient of viscosity of Sodium and Caesium are

compared with experimental data and seem to agree well. Such a study assumes

significance in light of the facts discussed above. The calculations in [24] have been

used to set up the collision model in [28] and will be used in this work too, where

required.

3.5.4 In-situ flow property measurements

Similar to the dearth of adequate data to define accurate collision models,

there is also a need for more literature on real time flow property measurements in

vapor deposition chambers. Such data can provide a fillip to the process of validating

numerical models for the gas phase transport mechanisms. On a lighter vein, it may

be observed that it is the very intractability of such measurements that creates the

need for and spurs the development of simulation methods.

The bulk of the literature reviewed in this chapter restrict themselves to the

study of flow properties obtained from simulations to propose or confirm hypotheses

about the flow mechanisms within the reactor. Balakrishnan et al [1] and Fan et al [24]

have computed atomic absorption spectra for comparison with in-situ experimental

observations. Chatain et al [42] also measure atomic spectra to corroborate their

computations.
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3.5.5 Deposition profiles

Deposition profiles are amongst the most commonly reported experimental

observations from PVD studies as they are relatively easier to obtain. Almost all

the simulation studies reviewed in the previous sections report deposition profiles or

thicknesses on the substrate. Fan et al [24] report deposition thicknesses measured

using a profilometer. Some scatter is seen in the measurements. Balakrishnan et al

[1] report similar profile thickness measurements for Titanium deposition. In [45], the

authors compare experimental deposition profiles with simulation results for different

reactor geometries. Hass et al [28] also report deposition profile and compare it with

relative (normalized) vapor fluxes very close to the substrate to demonstrate a good

correlation between incident fluxes and profile thickness.



PART II

METHODOLOGY AND IMPLEMENTATION
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CHAPTER 4

DIRECT SIMULATION MONTE CARLO: THE SCHEME

4.1 Approaches to describing fluids

Fluids can be described in two paradigms.

The more common of the two is the continuum formulation where the fluid is

treated as a continuous medium and the flow description is in terms of the commonly

encountered properties of density, temperature, velocity etc. A complete description

of the fluid at any instant in time is given by specifying these flow properties at each

point in the physical space of interest. This approach treats the fluid at a macroscopic

level, which will become clearer when contrasted with the microscopic description.

The microscopic description of a fluid treats the fluid as a collection of mol-

ecules. The fluid system can then be quantified in terms of molecular properties like

mass, momentum, energy etc. A complete description of the fluid at a given time,

however, involves the specification of the positions and velocities of all the molec-

ules in the physical space of interest. Fluid ‘flow ’ phenomena result naturally from

the evolution of these molecular properties through the interactions of the molecules

with each other and with the system boundaries in the form of collisions. This is the

foundation of Boltzmann’s equation.

When this individual molecular behavior is viewed collectively at length and

time scales which are appropriately larger, then one begins to observe the collective

system behavior amenable to description in the macroscopic framework. Mathe-

matically, this is expressed by equating macroscopic flow descriptors to averages or

summations of relevant microscopic properties of the system.
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4.2 The Need for Direct Simulation

Computational Fluid Dynamics, primarily based on the Navier-Stokes equa-

tions, is a continuum formulation for describing fluids and is capable of handling a

wide variety of fluid flow problems. The continuum assumption is valid when the

characteristic length, which is the length scale of interest in the flow, is much larger

than the mean free path, which is the average spatial separation between successive

collisions undergone by a molecule in the flow. This stipulation is expressed in terms

of the dimensionless Knudsen number (Kn = λ/L) by stating that the continuum

assumption is valid only in the low Knudsen number regimes. When this condi-

tion is not met, the transport terms in the Navier-Stokes equations fail, leading to a

breakdown of the formulation.

This scenario can occur in some extreme flow environments. Some of these

extreme flow environments are now of considerable practical importance, as they

are encountered in several areas. These include upper stage rocket engines, in-space

propulsion systems, planetary entry, micro-flows like those involving Micro-Electro

Mechanical Systems (MEMS), low pressure vapor deposition systems, etc. Accurate

modeling of such flow phenomena is possible only by treating the fluid at a microscopic

level as an aggregation of particles. Such approaches sidestep the assumption that

the fluid is a continuous medium, and are based on the more fundamental laws of

physics that are still valid in these flow regimes.

The mathematically rigorous approach to simulating such problems would be

to solve the Boltzmann equation. However, this is a very computationally challenging

task. DSMC is an approach that seeks to model a fluid system at the microscopic

level, physically rather than mathematically. It is a more computationally feasible

approach and is, today, the method of choice for analyzing such flows.
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4.3 Origin

The DSMC methodology was propounded by Bird [78, 32] in the sixties as

a computational method for studying rarefied gas flows. The primary applications

intended were in the aerospace industry for the analysis of high speed, rarefied flows.

The scheme adopts a physical, rather than mathematical, description of the fluid and

is based on the fundamental laws of physics. Hence, the name ‘Direct Simulation’

as it directly simulates the physical system rather than modeling it mathematically.

The scheme depends heavily on stochastic methods to conduct tractable numerical

observations of fluid systems. The methodology extracts meaningful data from the

simulations by ‘sampling’ a large number of repetitive trials which is the essence of a

‘Monte Carlo methodology.

“Just as gaming in the casinos of Monte Carlo rests upon the statisti-
cal properties of random events, MC-based methods are stochastic tech-
niques. Simulations based on the MC method provide means of approx-
imating solutions to mathematical problems through statistical sampling
experiments on a computer.” (Battaile et al [35])

4.4 Methodological Cornerstones

The DSMC scheme captures the features of any flow by modeling a representa-

tive sample of the whole molecular population of the flow in a microscopic paradigm.

This effectively means that each modeled particle is an ‘ambassador ’ molecule that

represents a (usually) large number of real molecules. Repetitive measurements on

such a smaller sample, finally add up to reflect the properties of the actual popula-

tion. Simulations are conducted directly in ‘real ’ space and time without the need for

numerical transformations of any kind. The DSMC method makes the same assump-

tions of molecular chaos and a dilute gas that are made by the Boltzmann equation

[32]. In fact, it has been shown that the scheme converges to the Boltzmann formu-

lation as the number of particles become large and the cell size and the time step
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shrink to infinitesimal values [79, 80]. Some of the assumptions of the DSMC method

are listed below to provide a context for the following text.

4.4.1 Dilute Gas

A dilute gas is one in which the total molecular volume of all the molecules

in the system is insignificantly small when compared to the volume of the system

in which these molecules exist. Such a condition implies that the mean molecular

spacing which is of the order of n−
1

3 is much greater than the effective molecular

diameter. The implications of such an assumption are

• The trajectory of a single molecule, for most part, lies outside the influence of

the inter-molecular forces exerted by neighboring molecules.

Though quantum molecular models and popular collision models like the LJ

(6-12) present an asymptotically decaying force function, it is practical and ac-

ceptable to include a cutoff distance outside of which, two molecules do not

exert any influence on each other. Such an approach is adopted in both DSMC

and MD approaches. In the case of DSMC, the dilute gas assumption enables

the use of simpler collision models that represent only the short range inter-

molecular repulsive forces. Molecular models will be discussed in greater detail

in section 4.5.

• Binary collisions are the overwhelmingly probable intermolecular interaction

event.

When the gaseous system is so sparse as to contain molecules in free motion for

a significant portion of their trajectories, the probability of many-body colli-

sions becomes vanishingly small. This implication of a dilute gas is the basis for

another important assumption of the DSMC method that lets it handle large

gaseous systems. This will be explained in the subsection 4.4.2. This is also an-

other primary difference between DSMC and MD methods. The original DSMC
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formulation neglects many-body interactions, whereas MD schemes inherently

handle multi-body interactions.

Though the DSMC methodology was developed on top of this assumption,

there are instances where the equivalent of many-body interactions (e.g. reactive

collisions) can be incorporated into the simulations. Recent advances have also shown

that the method is capable of simulating denser systems if the fraction of volume

occupied by the molecules in the system is accounted for [81].

4.4.2 Motion-Collision decoupling

One of the fundamental assumptions of DSMC is that the motion of the parti-

cles and their interactions can be decoupled over time spans that are much less than

the mean collision time. This assumption plays a very important role in making the

scheme more computationally feasible for larger problems. This is another of the

fundamental differences between the DSMC and MD approaches.

MD takes into account the detailed dynamics of particle collisions. It uses par-

ticle collision models in a classical collision mechanics framework to compute position

and velocity changes directly due to collision events. This deterministic approach to

handling collisions necessitates a much smaller time step in numerical simulations,

currently making it viable for a different class of problems. The MD scheme also cal-

culates collision properties through the evaluation of the inter-molecular interaction

potentials. It is thus inherently capable of handling many-body interactions.

The class of problems (relatively denser systems) that are tackled by MD

are also amenable to such a treatment. In the case of a dilute gas, inter-molecular

interactions are relatively rarer events. If the simulation scheme were to perform de-

terministic collisions only when trajectories intersected, the simulation system would

have to include so many molecules and be so expensive as to currently be only of

theoretical interest.



39

DSMC, on the other hand, decouples the particle trajectories from the actual

collision events. Collisions do no occur as a result of intersecting trajectories. Instead,

collisions are actually performed by randomly selecting particle pairs that are in each

other’s vicinity and performing a probabilistic collision, where a probability (weight)

is assigned to the collision based on the relative velocities of the particles involved

in the collision. Post-collision molecular properties are computed from stochastic

models. These considerations will be explained in section 4.5 and section 4.6.

4.5 Phenomenological Collision Models

“A model that reproduces the overall effects in a gas flow of some
physical feature of real molecules, but does not explicitly incorporate that
feature, is said to be a phenomenological model.” (Ch. 2 in Bird [32])

The success of the DSMC approach depends on the accurate modeling of the

molecular interactions in a gas. The overall macroscopic properties describing the flow

are determined by such interactions. Hence, particle collision models, which provide

a computationally feasible approach to handling the molecular collision mechanics,

play a large role in determining whether physically significant features in the flow are

captured by the simulation.

A relevant initial source of such models was the treatment of classical colli-

sion mechanics in kinetic theory [82, 83]. Most collision models in use today can be

traced back to these origins. The models in their original classical forms focused on

the scattering of participant molecules due to the collision. This is evident in their

treatment of post-collision properties based on the impact parameter. Effectively,

this results in a faithful computation of the post-collision trajectories, when supplied

with pre-collision velocities and trajectories. However, as DSMC decouples the colli-

sion process from the actual molecular motion to improve computational tractability,

collision events cannot be provided with relative particle trajectories and impact pa-

rameters. Hence, collision models must provide a means of empirically estimating or
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assigning scattering angles to each collision event in such a manner as to capture the

overall flow physics accurately. Such models are known as phenomenological models.

“The phenomenological approach is to create the simplest possible
mathematical model of a process at the molecular level, that reproduces
the physically significant effects of that process on the gas flow.” (Bird
[84])

Some of the particle models used in DSMC and other molecular descriptions of

physical system are as listed below. They can primarily be classified base on whether

the model describes just the repulsive forces that dominate short-range interactions

between molecules, or if the relatively weaker medium-range attractions are also in-

corporated.

• Repulsive potential models

– Hard sphere model [82]

– Inverse power law model [82]

– Variable Hard Sphere (VHS) model [85]

– Variable Soft Sphere (VSS) model [86, 87]

• Attractive-repulsive potential models

– Square well potential

– Sutherland model [82]

– Lennard-Jones (LJ) potential model [88, 89, 90]

– Generalized Hard Sphere model [91, 92]

4.5.1 Elastic Collisions

The simplest of these is the hard sphere model that describes the particle as

possessing a fixed diameter and scatters the particles uniformly in all directions. The

interaction force between two hard spheres comes into play when the distance between
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the centers is equal to half the sum of their diameters. A more generalized form of

the simple hard sphere model is the inverse power law model that incorporates a

continous variation ofthe repulsive power based on the distance between the centers

of the particles. The force function for the inverse power law model can be expressed

as,

F =
κ

rη
[4.1]

The primary advantage of the inverse power law model is a scattering angle

that is dependent on the impact parameter in the collision. This is a marked im-

provement over the hard sphere which produces isotropic scattering. However, the

interaction potential extends to infinity and this poses complications in computing

the collision cross-sections. The necessity to include cutoff distances in the potential

and impact parameters in the model make computations more involved.

It has been shown that the scattering angles in molecular collisions is only the

smaller of the two inluences on the translation of collision events into flow property

evolution [84], thereby justifying the continued use of relatively simple models for the

generation of scattering angles. The other influence is the dependence of the collision

cross-section (or effective molecular diameter) on the translational energy involved in

the collision. Studies comparing the performance of different molecular models and

the impact of the model parameters on macroscopic properties like the coefficient of

viscocity demonstrated that simple models like the hard sphere do not capture the

temperature dependence of the fluid viscocity accurately.

This led to the introduction of the Variable Hard Sphere model [85]. The VHS

model extends the hard sphere model to include a variable collision cross-section that

is dependant on the relative particle velocities. This dependence leads to a correct

variation of the fluid viscosity with temperature. The VHS model hence improves

the fidelity of simulations by modeling the cross-section dependence on temperature

akin to the inverse power law model, while retaining the simple isotropic scattering

model of the hard sphere. Relevant expressions are listed here for reference and can
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be found explained in greater detail in Bird [85, 32].
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One of the limitations of the VHS model observed in simulations was that it

captured only the viscosity coefficients correctly but not the diffusion coefficients in

flows involving gas mixtures. This need was addressed by the VSS model proposed

by Koura and Matsumoto [86]. This model uses the same cross-section variation as

the VHS but includes a non-isotropic scattering model.

Described briefly so far, were some particle models commonly used in simula-

tions or analytical treatments. Models that include an attractive component in the

interaction potential have simply been listed above and have not been discussed. This

is because of their limited applicability to DSMC methods due to the assumptions

made by the method. An alternative to particle models is to directly use experimental

and theoretical data on the collision cross sections across the relevant temperature

range. Bird [32] cites work published by Chatwani [93] in this context. However,

information about continued work in this direction does not seem available.

4.5.2 Internal Energies and Inelastic Collisions

Discussed so far are particle models that describe elastic collision processes.

Such models capture the flow physics of monatomic gases quite well. However, these

models do not function as well for diatomic or polyatomic gases. This is because these

models do not account for the participation of the internal energy modes in the energy

exchange during inter-molecular interactions. Essentially, internal energy modes of

polyatomic gases result in inelastic collisions where there is an exchange in energy

between the interacting molecules as well as between the different energy modes of a

molecule. Models proposed as extensions of the classical collisional models to account
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for internal energy redistributions in collision processes were too involved to be used

in simulations and generally caused prohibitive computational costs. This is because

they attempted to create physical analogies of the internal energy states of a molecule

(e.g. harmonic oscillators for modeling vibrational energies etc.) and this made them

unsuitable for use in a DSMC context. The almost universally adopted solution to

this issue, in the DSMC approach, is to model the internal energy redistribution

during inelastic collisions phenomenologically.

Larsen and Borgnakke [94] proposed a scheme where a fraction of the collisions

were treated as inelastic while the rest were handled as elastic collisions. For the

inleastic events, they proposed that the post-collision internal energies be sampled

from known equilibrium distributions that depended on a ‘notional temperature’ [84]

that was associated with the collision energy. Though this approch is not based on

any physical reality, it has worked well and is used widely in real gas flow simulations.

Other models for handling rotational and vibrational energies are discussed in Bird

[84] and notable among them is a scheme put forward by Lord [95] for inelastic

collisions and Bergemann et al specifically for vibrational modes [96].

4.6 Probabilistic Particle Collisions

As explained earlier, the occurence of inter-molecular interaction events is not

predicted deterministically in DSMC. Instead collisions are handled probabilistically

in order to reduce the size of the simulation system necessary for sampling the suffi-

cient number of interaction events required for estimating macroscopic properties.

The probability that two molecules in a system collide, is proportional to their

collision cross-section (σT ) and their relative velocities (cr). Within a single cell ’c’

in the simulation volume, the probability of collision between a pair of simulated

particles is given by Equation 4.5. The only terms in this expression that depend on

the pair of participant particles are the cross section and the relative velocity. The

maxium collision probability can hence be written as Equation 4.6. For reasons of
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computational efficiency that are detailed in chapter 11 of Bird [32], Equation 4.5 is

scaled against this expression for the maximum to yield the expression that is used

to calculate the probability of collision between two simulated molecules within a

cell. (Equation 4.7). In this equation, the subscripts p and q refer to different groups

(species) of simulated particles. In other words, the collision probability for any two

particles is scaled against the (σT cr)max across all the particles in groups that the

considered particles hail from.

P = FNσT cr∆t/V |c [4.5]

Pmax =
FN(σT cr)max∆T

V |c
[4.6]

Pscale =
(σT cr)

{(σT cr)max}pq
[4.7]

A derivation of the mean collision rate per unit volume in a system starting

from considerations of the collision probability distribution over the relative velocity

space can be found in Bird [32] and is given by Equation 4.8. This expression when

adapted for a cell in the simulation system yields an expression for the number of

collisions over a time δt as shown in Equation 4.9. The decision to represent n2 as

NNḞN is also for computational reasons and is explained in Bird [32].

Nc =
1

2
nv =

1

2
n2σT cr [4.8]

1

2

NpN̄qFN{(σT cr)max}pq∆t

VC

[4.9]

The process of conducting interaction events starts with the calculation of the

collision rate in a cell of the simulation volume. Once the number of collisions is

determined, particles from the same cell are randomly picked for possible collision.

This ensures that only particles close to each other are selected. The probability (or

weight) associated with the collision is computed based on the relative velocity of the

two particles as expressed in Equation 4.7.
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4.7 Gas - Surface Interactions

One of the assumptions of DSMC is that in gas-surface interactions, the gas

is modeled at the molecular / atomic level whereas the surface is treated from a

macroscopic perspective as a solid surface and not as a collection of bound atoms (as

molecular dynamics does). This is because the length and time scales of interest in a

DSMC simulation are of the order of the mean free path and the mean collision time

respectively of the gas that is being studied. These are orders of magnitude higher

than would be necessary to study the atomic level effects of collisions on the surface

atoms.

Similar to inter-molecular collisions, gas-surface interaction events are also

modeled phenomenologically. Boltzmann in his work proposed two types of solid

surfaces; one that would allow the incident molecule to be reflected elastically with

just a reversal of appropriate vectors, and another that would perform an inelastic

collision. The elastic version is essentially identical to a mirror boundary and is not a

good model of real surfaces. This version called specular reflection fails to account for

the influence of collisions on the the surface properties. Diffuse reflection on the other

hand allows for the collision energy to be redistributed between the surface and the

molecule. The molecule is reflected off the surface with an energy that would cause

the velocity distribution of the reflected particles to conform to a Maxwellian at some

temperature (Tr) that is between the temperature of the incident gas (Ti) and the

temperature of the surface (Ts). This process is known as thermal accommodation

and diffuse reflection allows for varying degrees of thermal accommodation. Such a

model is more realistic because one can view the surface as having a rough topography

at the microscopic level causing incident particles to suffer multiple collisions on the

surface increasing the residence time on the surface. An increased residence time will

cause the particle to relax towards the surface temperature, and, when reflected will

result in a reflected temperature as described above.
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Surface interaction models that are currently in use, model this process of ther-

mal accommodation by reflecting a fraction of the incident particles diffusely while the

rest are reflected specularly. This approach, though not based on a physical analogue,

captures the physical effects of thermal accommodation quite realistically. It should

also be noted that for most real gases and most surfaces, complete thermal accom-

modation can be assumed. However, there are some scenarios when this assumption

might have to be reexamined for validity. In Bird [32], there is a mention of some

scenarios that may expose the insufficience of existing surface interaction models (for

diffuse reflection). They are listed here as these factors may have a bearing on the

flows being considered as part of this work.

• High vacuum leading to outgassed solid surfaces

• High incident particle energies

• Highly polished surfaces

4.8 Sampling & Macroscopic Properties

After the particle motion and collision procedures are repeated multiple times,

the particle properties are sampled. The macroscopic flow properties in each cell are

assumed to be constant over the cell volume and are sampled from the microscopic

properties of the particle within the cell. This is the purpose for the grid - to enable the

assignment of particle properties to an immediate surrounding region of the physical

domain. The macroscopic properties, including density, velocities and temperatures,

are calculated according to the following equations [2.1].

ρ = nm [4.10]

c0 = c̄ = c̄0 + c̄′ [4.11]

3

2
kTtr =

1

2
m(ū′2 + v̄′2 + w̄′2) [4.12]

Trot =
2

k

εrot

ζr

[4.13]
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Tv =
2

k

εv

ζv
[4.14]

Ttot =
3Ttr + ζvTv + ζvTv

3 + ζrot + ζv
[4.15]

n and m are the number density and mass of one molecule, respectively. c̄,

c̄o, and c̄′ are the total velocity, mean velocity, and random velocity, respectively.

In addition, Ttr, Trot, Tv and Ttot are translational, rotational, vibrational and total

temperatures, respectively. εrot and εv are the rotational and vibrational energies,

respectively. ζrot and ζv are the number of degrees of freedom of rotation and vibration

respectively.

It may be beneficial to use two different cells for the selection of particles and

the averaging of the results. A smaller sub-cell may be used to ensure that the selected

particles are very near each other, whereas a larger cell may be used to average the

properties over a larger number of particles than will be present in sub-cells.

4.9 Typical Algorithm

The general procedure of the DSMC method is described here and also depicted

as a flowchart in Figure 4.1. The central procedure can be described in 4 major steps

- Tracking, Indexing, Collision and Sampling of the particles in the domain.

• Initialization: A direct simulation exercise typically starts by initializing the

domain with gas particles at a specified state. The number of particles in each

cell is calculated based on initial density specifications and the cell volume.

These initial particles are assigned velocities based on equilibrium Maxwellian

distributions calculated from the macroscopic velocity and temperature.

• Particle Tracking: The particles in the domain are now moved based on their

velocities. The task, now, is to locate each particle with respect to the grid. This

is important as the sampling procedure calculates local macroscopic properties

based on the particles present in each cell. Hence this stage primarily consists of
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Figure 4.1 Outline of typical steps in a DSMC procedure

determining ’if’, ’when’ and ’where’ a particle crosses the face of the cell under

consideration. Particle interactions with solid surfaces are also handled at this

time.

• Indexing: The location of the particles w.r.t the cell, after movement, is im-

portant information for particle collisions. The lists of particles and cells they

belong to are reordered according to the location of each particle. Such a renum-

bering aids in the identification of in-cell collision partners during the collision

stage.
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• Collisions: Collision rates are calculated and the the appropriate number of

collisions between randomly selected partners from the same cell are performed.

• Sampling: The macroscopic flow properties are obtained as summations or

averages of the microscopic description that is being simulated.
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CHAPTER 5

PARALLEL DIRECT SIMULATION CODE: HIGHLIGHTS

5.1 Origins

The Parallel Direct Simulation Code (PDSC) was developed at the Aerother-

mal and Plasma Physics Laboratory (formerly the Multi-scale Science and Technology

Lab) at the National Chiao Tung University, Taiwan by Dr. J.S. Wu and his team

[97]. It is a parallel, three-dimensional, unstructured grid, multi-species direct simul-

ation code with several features that allow it to tackle non-equilibrium flow simulation

problems of realistic complexity and size. Some highlights include a parallelized al-

gorithm, a variable time step scheme, solution based mesh refinement and dynamic

load balancing. This chapter describes in some detail these capabilities of the code.

5.2 Particle Models

The PDSC has implemented a VHS collision model for the molecules (particles)

in a simulation. Particle translational and rotational energies are modeled. The

particle model is defined by setting parameters specific to each species. These include

the mass of a molecule, cross-section at a reference temperature, viscosity index, the

number of rotational degrees of freedom and options to use a constant or polynomial

rotational relaxation rate. The species can also be grouped into collision sampling

groups but this becomes relevant only when multiple species are present and the

species of interest are present only in trace quantities.
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5.3 Unstructured Grids

The developed DSMC code uses an unstructured mesh to track particles in

three dimensional physical space [98]. Though the structured grid topologies offers

computational simplicity and lesser memory requirements, the unstructured grid sys-

tem has been chosen because it can efficiently handle complex geometries and facili-

tates mesh adaptation. The increase in computational complexity and bookkeeping

requirements are an acceptable trade-off for this advantage. The demonstration code

in Bird [32] uses structured grids. However, there are several direct simulation codes in

existence that have successfully used unstructured grids to analyze rarefied gas flows.

Wilmoth et al [99] have compared structured and unstructured grid methodologies

for DSMC computations and found the results comparable. The code can currently

read grids exported in the ’.lrg’ format from Hypermesh, the grid generation tool

available as part of the Altair Hyperworks Suite [100].

5.4 Multi-species Capability

The PDSC has been developed with support for multi-species problems built-

in. Hence, the core algorithm and all supporting routines can handle multi-species

flows. Setting up such a simulation involves specifying the collision model parameters

for each species. Species fractions must also be specified and will be applied to the

domain when the simulation is initialized and also at each inflow boundary in the

simulation domain. This means that the gas mixture that is introduced into the

domain in any manner is always of the same composition.

This capability was sufficient for modeling non-reacting, external, re-entry

flows where it could be safely assumed that the flow composition was fixed. However,

this rendered the code incapable of handling situations where the mixture composition

is not the same at all sources. Typically, for any vapor deposition process there are

at least two flux sources that introduce or remove molecules from the domain. One
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is the source which introduces vapor atoms that are of interest and which are meant

for deposition onto the target. The other is either the background gas inlet or outlet

which maintains a near-vacuum background gas concentration and provides a neutral

(non-reacting) environment for the sputtered molecules. The actual number and roles

of the inlets can vary according to the reactor design. However, the presence of at least

two such inlets with dissimilar functions is standard. Modeling such vapor deposition

domains would thus require the capability to handle different species fractions at each

inlet. This is a feature that has been added as part of this work and is described in

greater detail in chapter 6.

5.5 Boundary Conditions

The PDSC provides the typical types of computational domain boundaries.

The available boundary types are either provided to model physical flow boundaries

in the simulation (like solid walls, inflow boundaries etc.) or to provide computational

savings (like periodic boundaries, planes of symmetry). The PDSC is capable of

handling

• Inflow-outflow boundaries

• Solid boundaries

• Vacuum boundaries

• Symmetry / Mirror boundaries

• Periodic boundaries

The computational domain can contain multiple surfaces of each boundary

type. Users can specify boundary properties for each type of boundary (solid walls,

flux boundaries etc.)and these are applied universally to all boundary surfaces that

belong to that boundary type. The pre-processing code identifies each boundary

surface using an ID associated with it during the grid generation phase.The user then
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has to provide information mapping each boundary ID to a boundary type. The

pre-processing code will then use this information to supply boundary properties for

all the faces lying on the boundaries of the computational domain.

The code treats a solid boundary as one which participates in a collision process

with incident particles.

Mirror boundaries (planes of symmetry) are modeled as solid boundaries on

which incident particles undergo completely elastic collisions. Hence incident particles

are merely reflected (mirrored) back into the domain. The intention is to mimic the

presence of a replica of the computational domain on the other side of the face.

Collision data from such mirror boundaries are not sampled or used in any further

calculations. Real solid surfaces on the other hand are modeled as surfaces that

undergo a mixture of specular and diffuse reflections.

Early versions of the PDSC required that the user write code that would be

used in the pre-processing stage to identify the boundary that each cell face lay on and

set boundary properties accordingly. Much of the results in chapter 7 were generated

using such a version of the code. A limitation with this approach was that each

boundary had to be represented as a set of equations that would uniquely associate a

boundary ID with any point on the boundary of the domain. This usually turned out

to be tedious. It was also a challenge in specifying arbitrarily oriented or irregularly

shaped inlets.

A later improvement that was implemented by Dr. Wu’s group allowed users

to set the boundary ID in the mesh generation tool and then specify the boundary

type using this ID. The preprocessing code contained automation that would identify

the boundary ID for each cell face on a domain boundary specified in the input grid

file and assign the face with a boundary type specified by the user. This was a very

helpful addition as it greatly reduced the effort required by the user, especially when

the simulation involved inlet surfaces that did not have simple orientations or shapes.
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5.6 Variable Time Step (VTS) Scheme

The number of simulated particles per cell, N |c, is given by Equation 5.1. The

particle weight (FN |c) is the ratio of the number of real particles to the number of sim-

ulated particles in that cell. For a properly refined mesh the cell size (representative

length) is inversely proportional to the number density, as mesh refinement will be

triggered in regions where the number density is greater than a particular freestream

parameter. With the time step and particle weights considered to be constant, we

can obtain the proportionality given in Equation 5.2.

N |c = fracnV |cFN |c [5.1]

N |c ∝ nV ∝ n−2 [5.2]

This leads to the situation where the number of simulated particles is higher

in the low density regions and vice versa. This distribution of simulated particles is

precisely the opposite of what is required, causing unnecessary sampling and com-

putations for the low density regions, and inaccurate results in the regions of higher

density. A VTS scheme [101, 102] has been implemented to overcome this difficulty,

and to ensure a more uniform (simulated) particle distribution.

The underlying concept of the VTS scheme is to enforce flux conservation

across the cell boundaries. The local time step size is scaled in accordance with the

local cell size to ensure the particles have appropriate residence time within a cell for

sampling. Flux is conserved by changing the particle weighting accordingly. Thus

FN

∆t
|c1 =

FN

∆t
|c2 [5.3]

where the subscripts c1 & c2 refer to different cells in the domain. The ratio of

the particle weight to the time step is a constant for all the cells in the domain.

The VTS procedure involves, identifying the cell with the minimum volume in the

whole simulation domain, and calculating the reference time step size using this cell

volume. The reference time step size is then used to determine the time steps for
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the remaining cells. The particle weights are now calculated to conform to above

mentioned equation. A more thorough handling of the VTS scheme can be found in

Tseng [101].

5.7 Solution-Based Mesh Refinement

DSMC simulations may encounter steep gradients in the density and other

flow properties within the domain-of-flow of interest. Typical examples include flows

that involve shocks or rapid expansion to vacuums / near-vacuums. Increasing the

grid resolution for the whole domain so that these features are captured satisfactorily

will result in an unmanageably large grid. The optimal solution to this problem is

to refine the grid only in the regions that encounter steep gradients needing greater

resolution. The details of the flow gradients can be known only in hindsight after

the simulation has been run to obtain at least an approximate solution. It is thus

essential to have a mesh system that can adapt to the flow field to accurately capture

the gradients, and thus be able to resolve the flow features with high fidelity. The

latest version of the code has such a module called the PAMR that performs this

process [103, 101].

The first step in the process is to identify the regions that have to be refined.

Two parameters are employed to evaluate this. The first parameter employed is the

cell-local Knudsen number, which can be defined as

Kn = λ/L|c [5.4]

If the local Knudsen number is well below 1.0, it indicates that the cell size

is significantly larger than the mean free path, thus flagging it down for refinement.

The local Knudsen number of the child cells is automatically higher, as the reference

length L|c is smaller. This limits the number of levels of successive refinement that

can be performed in a given region.
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The second parameter that limits unnecessary refinement in the freestream

region is a freestream parameter. The freestream parameter is a ratio of the local

number density to the freestream number density. Refinement is carried out only if

the number density in the cell is higher than a threshold value set by the freestream

parameter. The choice of such a parameter depends on the nature of the flow and

influences the tractability of the simulation. A conservative choice will limit the region

which undergoes refinement whereas the other end of the spectrum presents scenarios

where indiscriminate refinement causes an explosion in the number of cells.

Once the appropriate regions have been identified, the refinement module [104]

starts up and refines the cells in the required regions. Details of the refinement

procedure can be found in Tseng [101]. The refined mesh is then repartitioned and

the direct simulation module is restarted with the new grid.

5.8 Parallel Procedure

Parallelization as a technique for making computationally demanding algo-

rithms feasible needs no introduction. The earlier version of the direct simulation

code, DSMC-3D, used a parallel algorithm only for the direct simulation component

of the process [98]. This, though a very important feature on its own, could not be

exploited fully as the adaptive mesh refinement was a serial module. Any simulation

would thus have to be shuttled between parallel and serial platforms before a final

solution could be obtained.

The latest version of the code, PDSC, is a completely parallelized code which

handles both the central direct simulation computations as well as the supporting

operations like domain repartitioning and adaptive mesh refinement [103] in parallel.

This has eliminated manual handling of these procedures during the periodically

occurring mesh refinement stages, thereby speeding up the whole simulation exercise

considerably. A rough outline of the process can be found below.
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The main processes in the DSMC method consist of four steps: tracking, in-

dexing, collision and sampling of the particles in the flow field. These processes are

applied sequentially to all the particles in the domain. However, the flow domain can

be directly decomposed into several portions to make this a data parallel application.

This is achieved through a graph-partitioning algorithm [104] that slices up the com-

putational grid and allocates different portions of the computational flow domain to

the available CPUs. Each CPU then executes the main DSMC algorithm in serial

over all its particles.

Inter-CPU communication primarily includes the exchange of data concern-

ing the particles that cross the partition boundaries of the domain. This is achieved

through the transfer of packed arrays that hold relevant information about the parti-

cles among all the CPUs. This process also serves as a synchronization pulse between

each time step. The (computational) load on each CPU is monitored and significant

degradation from the optimum triggers a load balancing algorithm that redistributes

the workload on the fly. This is described in greater detail in section 5.9.

Once this procedure has been carried on for a sufficient length of time, the

macroscopic averages are computed. The solution thus obtained is used as the basis

for determining the need for mesh refinement. The PAMR [103], once started, refines

the mesh locally based on the solutions obtained in that region. The refined mesh

is then repartitioned and the direct simulation code is restarted with the new mesh.

This process is optionally iterated multiple times to obtain an accurate solution to

the problem at hand. A flowchart describing the parallel algorithm is presented in

Figure 5.1.

5.9 Dynamic Load Balancing (DLB)

For parallel/distributed computing, the performance can be maximized only

if the load on all the collaborating processes is balanced. The DSMC method being

particle based, the workload on each CPU is directly proportional to the number of
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particles it is handling. This depends on the flow gradients and the physical size of

each partition. The task is further compounded because the number of particles is

bound to change drastically during the initial burn-in stage of the simulation. This

truly dynamic nature of the DSMC simulations makes it imperative to include algo-

rithms for the dynamic balancing of the computing loads to improve performance. In

the present DSMC code, the task of balancing the load is to re-divide the computa-

tional domain based on the number of particles being handled by each CPU.

The domain can be decomposed dynamically, by either invoking the algorithm

at fixed time intervals, or by predetermining the optimal repartitioning interval, or

by evaluating the need for a domain repartitioning. It has been shown that the first

method leads to a poor realization of the advantages of parallelization [105]. The

second method necessitates an analysis to predetermine the optimal time interval.

Hence the final approach of evaluating the need for repartitioning in real time is

adopted.

This approach uses a technique called Stop at Rise (SAR) to invoke the nec-

essary algorithms. The method monitors the processor idle time, at the end of each

time step. Assuming that the load is perfectly balanced, the processors should syn-

chronize at the end of each time step. It then evaluates the deviation from this state

of perfect balance using a degradation function, using it as the basis to call for a

repartitioning. The procedure involved in dynamic balancing is detailed in Wu and

Tseng [106]. An evaluation of the performance of the degradation function can be

found in Nicol [107].
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CHAPTER 6

ENABLING PVD SIMULATIONS: CONTRIBUTIONS

6.1 Requirements

6.1.1 Capabilities of other codes in literature

In chapter 3, published accounts of PVD simulations were reviewed. The focus

there was to take stock of the approaches and achievements of such studies in order

to gain an understanding of the typical objectives of vapor deposition simulations.

Specifically, in section 3.2, we discussed literature that presented numerical and / or

experimental observations of the gas phase phenomena in vapor deposition scenarios.

In this section, the focus will be to recap the capabilities of the programs used in such

studies in order to illuminate the motivation for the enhancements to the PDSC. that

will enable it to handle PVD gas phase simulations. Relevant to the discussion here

are publications by Balakrishnan et al [1], Fan et al [24], Kersch et al [46] and Hass

et al [28].

Both [1] and [24] are publications that use the same direct simulation code

(MONACO) [108]. Relevant to the problems tackled is the capability to handle

multiple species entering the flow domain from multiple flux sources. The setup in

[1] also necessitates the specification of a variation of flow properties across an inlet,

corresponding to a target flux profile. The backscatter of sputtered vapor atoms back

into the inflow surface is also accounted and corrected for, to satisfy a constant mass

flux inlet condition. The deposition chamber walls are assumed perfectly sticking.

The papers also report the incorporation of electronic energy in the particle interaction

models.
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Similarly, Kersch et al [46] consider pseudo one-dimensional and three dimen-

sional representations of a vapor deposition chamber. They include the vapor species

and the background gas species too in their simulation. Their simulations model the

vapor atom inlet (the target) as a spatially varying flux profile. They also model a

background gas inlet / exit that connects to a source of background gas at a reference

temperature and pressure. Surfaces are assumed to be perfectly sticking.

Hass et al [28] use a DSMC code (Icarus) [109] to study jet assisted deposition.

This by definition involves multiple species and multiple inlets for these species. They

do not consider any chemical reactions in the gas phase and also do not require

spatially varying inlet models. However, there is a significant gradient in the cell sizes

which makes it necessary to simulate the chamber flows in two steps with different

levels of resolution in each. Again, they also model the solid surfaces as perfectly

sticking for incident vapor atoms.

Typical vapor deposition problems seem to require a multi-species, multiple

inlet capability. This is because of the common need to study flows that involve

both the (film material) vapor phase and the background gas phase. There are also

applications for being able to include multiple vapor species in simulating alloy de-

position. In either of these scenarios, chamber designs allow for different inlets for

each of these species and this is most often the case. Apart from this, being able to

model spatially varying inlet properties brings the simulation model one step closer to

real-world vapor deposition chambers. This allows the simulation to mimic the influx

temperature, velocity and angular distribution profiles at the vapor phase source (the

target). Quite obviously, there is a need to model solid surfaces as perfectly sticking

surfaces for the vapor atoms. This is a basic prerequisite to studying vapor deposition

flows.
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6.1.2 Evaluating PDSC’s abilities

Armed with this understanding of the requirements, studying the capabilities

of the PDSC yields a list of features that will be required to enable PVD simulations.

To begin with, the PDSC is inherently capable of handling multiple species in

a flow simulation. It accepts as user input, the species fractions and the parameters

that define the collision models for each species. The code then uses this information

to introduce particles into the system with the specified composition and properties.

However, when obtained from the original authors, the code could not handle multiple

inlet conditions. This meant that though a flow domain could contain multiple flow

inlets, all of them would be initialized with the same flow properties. The only

exception to this was the ability to specify a vacuum boundary condition at an inlet.

This mimicked an absolute vacuum at that boundary. In hindsight, such a design

can be anticipated because the PDSC was initially intended for high speed reentry-

like flows. Hence the code naturally supported the typical features of external flows,

where all inlets or exits from the flow domain were assigned freestream conditions.

As an extension of these limitations, the PDSC recognized only one global flow

composition specification. That is, the species fractions used at any inlet was the same

and could not be controlled individually. This was also the same composition used

to populate the domain when the simulation was initialized. The PDSC did not also

permit any spatial variation of the flow properties along an inlet.

Gas - Surface interactions in the PDSC can vary between diffuse reflection

or specular reflection. An accommodation coefficient permits a surface to exhibit

both behaviors to different degrees. However, the surface interaction model does

not include the capability for completely plastic collisions between the particle and

the surface. Hence, the process of deposition whereby incident vapor atoms stick to

chamber walls could not be modeled.
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6.1.3 Enhancements required

From the previous discussion, a list of features required to enable the PDSC

to simulate vapor deposition flows can be drawn up. Most of the items in the list

below are essential requirements whose absence will hinder the tackling of moderately

realistic vapor deposition flow scenarios akin to the ones available in literature.

• Multiple inlet conditions to model inlets with different inlet properties. This

will permit the simulations to include sources for different species (e.g. metal

vapor and background gas).

• Enhanced multi-species capability to permit the variation of species frac-

tions at each inlet. Again, this will be required to model typical vapor deposition

chambers.

• Spatially varying inlet flow properties to model the vapor source profiles.

Several vapor generation mechanisms cause non-uniform heating of the target

surface resulting in property gradients along the surface. Modeling this is quite

critical to accurately estimating the gas phase flow contours.

• Sticking surfaces to model the deposition process. Such an interaction model

with solid surfaces is an essential mechanism to mimic the removal of vapor

atoms from the gas phase. It is also necessary to be able to select which species

may stick to solid surfaces as we desire only vapor atom collisions to display

this behavior.

6.2 Multiple Inlet Conditions

The PDSC code was already capable of accommodating multiple inlet bound-

aries in a flow domain. However, the biggest chink in its abilities was that users could

not assign different flow conditions at each of these boundaries. Hence the first of

the requirements was the implementation of a multiple inlet conditions capability.
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As was just mentioned, approaches that would require modifications to the parallel

modules were rejected. Fortunately, much of the inlet face processing is done in the

sequential, pre-processing portion of the PDSC. Allowing multiple inlet conditions

also fell in as a seamless extension of these pre-processing modules.

Input: Grid File
Input: Mapping between boundary number (ID) and boundary type (T)
Input: Inlet flow properties to be applied to all inlets
Read the grid file
Generate all node, cell and face book-keeping data
Identify all the cell faces on boundary surfaces
foreach cell face f on the domain boundaries do

Identify the boundary number (ID) that the face f lies on
Identify the boundary type (T) corresponding to this ID
switch boundary type T of face f do

case Mirror boundary
Process as necessary

.

.
case I/O boundary

Assign global inlet flow properties to the cell that f belongs to
Write the cell information out to an inlet cells file

case Vacuum boundary
Assign vacuum conditions to the cell that f belongs to
Write the cell information out to an inlet cells file.

.

.
case Solid boundary...
case Other boundary types...

Result: File listing all inlet faces with flow properties
Feed the parallel, direct simulation engine with this inlet cells file

Figure 6.1 Original inlet handling algorithm in the PDSC

Figure 6.1 provides a rough sketch of the relevant steps in the processing of

inlet faces on the computational domain boundaries. As can be observed, the PDSC

recognizes only one global set of flow conditions at all I/O boundaries. This set

of macroscopic flow conditions are used to initialize the properties of all particles



65

that enter through any inlet. However, it should be observed that the core direct

simulation modules do not have any knowledge of boundary surfaces, their IDs or

flow conditions at these surfaces. The pre-processing modules feed the main engine

with a list of inlet cells and flow properties at these cells. Hence, the implementation

of multiple inlet conditions need not introduce changes into the direct simulation

engine. Retaining the interaction between the pre-processing and main codes as it is,

all the work required to handle multiple inlet conditions can be done in the sequential

modules. Figure 6.2 describes an overview of the implementation.

Because, the PDSC is based on a direct simulation approach, the only occa-

sions that it deals with macroscopic flow variables are at either ends of a simulation

exercise: to convert the input flow properties into particle positions and velocities and

to extract macroscopic flow descriptions out of statistically averaged particle motion

and collision data. An effect of this approach is that the PDSC code does not define

a data structure to track macroscopic flow variables for each cell / face in either the

sequential or parallel phases. The only exceptions are at inlet boundaries, where the

parallel direct simulation engine stores macroscopic flow properties for each face.

This one exception has proved very beneficial as it means that the parallel code

can handle different flow properties at each face without any modifications. However,

part of the task in implementing multiple inlet conditions has been to define such a

data structure in the sequential pre-processing modules. One restriction to such an

approach is that the size of this data structure (and hence, memory requirements) not

scale with the grid size (number of cell / faces). This is desired so that the memory

footprint of the sequential code be kept to a minimum, thereby allowing it to process

larger grids for more complicated flow domains. These objectives have been achieved

by storing the boundary conditions in a lookup table indexed by a boundary condition

number. The size of this lookup table is independent of the number of cells / faces

on the domain inlets. Multiple surfaces / cells can share a single boundary condition

and hence there are no notable extra demands on memory.
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Input: Grid File
Input: Mapping between boundary number (ID) and boundary

condition number (BCnum)
Input: File listing all inlet flow conditions
Read the grid file
Generate all node, cell and face book-keeping data
Create a lookup table that stores the flow conditions coresponding to
each boundary condition number Identify all the cell faces on boundary
surfaces
foreach cell face f on the domain boundaries do

Identify the boundary number (ID) that the face f lies on
Read boundary condition number (Bcnum) for this boundary ID
Determine the boundary type (T) corresponding to this ID
switch boundary type T of face f do

case Mirror boundary....
.
case I/O boundary

Look up macroscopic flow conditions corresponding to this
BCnum Assign these flow properties to the cell that f belongs
to
Write the cell information out to an inlet cells file.

.

.
case Solid boundary...
case Other boundary types...

Result: File listing all inlet faces with flow properties
Feed the parallel, direct simulation engine with this inlet cells file

Figure 6.2 Implementation of the multiple inlet conditions capability

As has been the objective, there are no changes in the algorithm in Figure 6.2

that affect the direct simulation code. It is still passed a file that retains the same

format and lists all the cells adjoining domain boundaries along with their flow prop-

erties. However, prior to this stage, there are changes to the processing that are

visible to the user. The user is now expected to supply a separate input file that is

used to generate a lookup table storing a list of macroscopic flow conditions. The user
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can then refer to the boundary condition number in this table while assigning bound-

ary conditions to any inlet surface. The user also has to be aware of a numbering

scheme that is used to specify the boundary type (solid, symmetry, inlet etc.) and a

boundary condition number using a single number. One other change that has been

introduced is the removal of the vacuum boundary condition. This has now become

a redundant feature as any vacuum boundary can also be specified naturally like

any other inlet condition using the current implementation. Finally, the freestream

conditions that are specified in the PDSC-PAMR driver script are also rendered re-

dundant as they are not used in the pre-procesing code. However, there is still one

other set of freestream flow parameters that are used to generate the velocities of the

particles used to initialize the domain. A peripheral benefit of introducing multiple

inlet conditions has been a reduction in the number of locations where the user has

to duplicate input, thus reducing the setup time required for a simulation.

The net effect of this enhancement to the PDSC is that it is now able to handle

simulations that consist of multiple flux sources. This has applications not only in

vapor deosition simulations but also in other scenarios that demand more complicated

geometries and flow setups

6.3 Different Species Compositions at Inlets

Ideally, the specification of the macroscopic flow properties at any point should

also include the flow composition. Hence, if it is possible to specify different flow

conditions at different boundaries, it should be implicit that the species fractions at

each of these inlets can be controlled as well. A brief description of the PDSC’s multi-

species capabilities can be found in section 5.4. Support for multiple inlet conditions

has extended its capabilities. Given these facts, it might be tempting to assume that

the PDSC can now handle multiple flux sources, each introducing different species

into the flow domain. However, because of implementation specifics, this is not so.

Once support for multiple inlet conditions had been implemented, the next step in
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the process was to enable the specification of flow composition as part of the inlet

conditions, thereby permitting different flow compositions at different inlets.

As mentioned in section 6.2, the parallel, DSMC modules tracked macroscopic

flow variables only at the cell faces that lay on domain boundaries. However, these

properties did not include the flow composition which was treated separately as a

global specification. Hence, introducing the ability to specify different compositions

at each inlet meant that the species fractions also had to be handled in a manner

similar to the rest of the flow properties. Some background on the primary role of

inlet species composition specifications follows.
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The inward number flux (Ṅi) through a surface can be calculated as shown in

Equation 6.1 (from eqn 4.22 in Bird [32]), where Vn is the inward velocity normal to

the surface and Vmp is the most probable speed of the molecules in the flow (given by

Equation 6.2). It is assumed that the inflow gas is in thermal equilibrium and hence

the particle speeds are distributed according to the Maxwellian corresponding to the

flow temperature.

Vmp =
√

2kT/m [6.2]

Hence, the number of particles entering through a face ‘f’ (of cell ’c’) lying on

an inlet boundary can be expressed as

Ni|f =
Ṅi

FN

· ∆t|c · A|f [6.3]

If the flow in the simulation consists of multiple species, then inward number flux for

a species ‘s’ can be written as:
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The original implementation of the PDSC used a global species fraction for ws

in Equation 6.4. The essence of the changes to the core direct simulation modules can

be summarized as the replacement of the global species fraction in this expression with

an inlet-specific species fraction. This might become clearer if the species fraction is

removed from Equation 6.4 and introduced into Equation 6.3 to yield Equation 6.5,

where Ṅi has the same meaning as in Equation 6.1 and ws|i refers to the species

fraction at the inlet ’i’ on which the face ’f’ lies.

(Ni)s|f = ws|i ·
Ṅi

FN
· ∆t|c · A|f [6.5]

Such an inlet-specific value of the species fraction (ws|i)is obtained from a

sibling data structure of the original that holds the inlet face macroscopic properties.

This new structure holds the species fractions at each inlet face and is created from

input that is generated in the sequential modules. The species fractions have not been

added to the existing data structure that holds the inlet face properties, to minimize

the extent of the changes to the direct simulation modules. It should also be noted

that with this change, the central DSMC code treats all inlet macroscopic properties

at a fine-grained face level. This choice to create face-based data structures instead

of simply inlet-surface based structures will get justified in section 6.4.

On the sequential, pre-processing side, the same requirement of minimizing

memory usage steered the implementation in a direction similar to that for multiple

inlet conditions. The objective was also to give the user the impression that specifying

the flow conditions at any inlet would mean that the species fractions are also stated.

Hence, the changes visible to the user now require the specification of the species

fractions at each inlet if the simulation involves multiple species. This input is then

converted into a full face-based specification that is fed to the data structures in the

parallel modules using intermediate files.

This capability now gives the user complete control over the flow conditions at

each inlet, finally paving the way for vapor transport simulations of some complexity.
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Deposition chambers with multiple flux sources and background gases can now be

modeled.

6.4 Inlet Flow Profiles

The first objective of this work was to enable the modeling of multiple vapor

flux sources. Once support for the complete specification of the flow conditions at

each inlet was achieved, the next objective was to improve the ability to model the

vapor flux sources in a manner closer to reality.

It was pointed out near the beginning of this chapter that several accounts in

literature have used spatially varying inlet conditions to model the vapor flux source.

Such inlet property profiles have been measured / modeled and reported in literature,

and have been shown to cause variations in vapor fluxes incident on the substrate. The

flow property variations are caused by an uneven heating of the surface of the vapor

sources (typically observed in electron / laser beam sputtering). Typically, electron

beams raster across the target surface or are focused on one spot on the surface.

For scenarios with multiple sources, the beam can also be switched rapidly between

sources, causing pulsed and uneven heating effects. Modeling literature documents

the use of one dimensional or axisymmetric flow property variations to describe the

variations in influx properties. Hence, the minimum requirements of this task were

to develop a capability to model axisymmetric flow profiles across inlets.

However, apart from the basic requirements, a few additional requirements /

restraints to be placed on the implementation were identified. It was desired to use

this opportunity to achieve a few other peripheral objectives that would yield fruit

indirectly, in terms of facilitating future development.

The first requirement was to enhance the user experience by stipulating that

the profile definition should not involve any programming by the user. It was desired

that all flow profiles be described as the variation of flow properties across a collection

of points. Typical experience with flow profiles in continuum fluid flows revolves
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around boundary layer profiles, which can often be described analytically. Hence,

this restriction seemed like a drawback as it would increase the effort required to

specify such profiles. A collection of points and the flow properties at these points

would have to be defined instead of simply coding an analytical funtion that yielded

flow variables as a function of spatial location. However, it must be remembered

that the flow profiles that may be encountered in non-continuum flows may not be

amenable to such analytical description. In the specific case of vapor sources in PVD,

the profile is usually somewhat arbitrary and not likely to be expressed as an anlytical

formulaton. One general solution that could handle both arbitrary and regular spatial

variations of the flow conditions was to describe the variation as the flow properties

at a collection of points.

The second requirement was that the flow profile specfication should be in-

dependent of the points defining the grid. In other words, the profile should not be

defined by specifying the flow properties at a set of nodes / faces / cells that are part

of the grid. In the PDSC’s context, this can be justified quite easily. The PDSC

workflow invokes the direct simulation modules multiple times in a complete simul-

ation, interspersing these invocations with mesh refinement stages. Hence, during

a single simulation, the grid points are likely to change during the mesh refinement

stages. Defining a profile based on member features of the initial grid, might make

this definition useless as the grid evolves to adapt to the flow predictions! Hence, the

profile definition necessarily had to be specified in a manner that did not depend on

specific nodes or faces or cells of the grid. It will be seen in the following discussion

that such a formulation also permits numerous peripheral benefits, though it does

necessitate a means of translating the profile definition to flow specifications along

the inlet faces of the grid.

The first additional capability that was desired apart from the requirements

was that the the flow profile capablity not be restricted to one dimensional or ax-

isymmetric descriptions. It was desired that the implementation at least permit or
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facilitate flow property variations along two dimensions. Though immediate uses for

such a feature cannot be listed as a tangible set of arguments, it definitely seemed

prudent to retain greater flexibility for minimal extra complications in the implem-

entation.

An additional desire while designing this feature was that the concept of a

macroscopic flow property profile should not be tied to or restricted to apply only

to inlet boundaries. In other words, it should be possible to extend the code by

permitting property variations independent of the feature it is applied to. This has

some immediate and several long-term uses. The immediate application of such a

capability would be to specify property (e.g. temperature) variations along other

surfaces like solid boundaries. If the implementation facilitates the creation of flow

profiles along more than one dimension, then several long-term applications emerge.

Flow profiles could be extracted along different regions in the computational domain

and written to disk to permit checkpointing during the simulations. Since these

checkpoints store only macroscopic flow properties and not complete particle position

and velocity information, they would be relatively cheap. These checkpoints could be

used for restarting simulations by reading in these profiles and using them to recreate

a similar flow scenario in the computational domain. Another application could be the

definition of flow profiles for domain initialization thereby minimizing the burn-in time

required before the sampling phase of the direct simulation algorithm commenced.

Finally, such an algorithm-neutral means of expressing the flow properties along 2D

/ 3D regions in the flow domain could potentially be used to interface the direct

simulation easily with another flow solver module.

The algorithm describing the implementation on the sequential side of the

PDSC without going into specifics, can be found in Figure 6.3. Tasks that are actually

separate routines in the implementation have been coalesced into bigger units to

elucidate the logic rather than the actual implementation. Some of these subtasks

are represented separately in Figure 6.4. In order to satisfy all the needs expressed
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Input: Grid File
Input: Mapping between boundary number (ID) and boundary

condition number (BCnum)
Input: File listing all inlet flow conditions
Input: Profile Definition Files

Read the grid file
Generate all node, cell and face book-keeping data
Read inlet flow conditions file
foreach Bcnum do

if BCnum is a uniform valued inlet condition then
Store the inlet conditions in a lookup table indexed by BCnum

if BCnum is a profile valued inlet condition then
// Instantiate a flow profile data structure

createFlowProfile(profile definition file name)

Identify all the cell faces on boundary surfaces
foreach cell face f on the domain boundaries do

Lookup the boundary number (ID) that the face f lies on
Identify boundary condition number (Bcnum) for this boundary ID
Determine the boundary type (T) corresponding to this ID
switch boundary type T of face f do

case Uniform valued I/O boundary
Look up macroscopic flow conditions corresponding to this
BCnum
Assign these flow properties to the cell that f belongs to
Write the cell information out to an inlet cells file

case Profile valued I/O boundary
Calculate the face center coordinates
// Interpolate face center properties from profile

definition

interpolateFromProfile(Profile Number, Face center
coordinates)
Assign these flow properties to the cell and write to the inlet
cells file

case Other boundary types...

Result: File listing all inlet faces with flow properties
Feed the parallel, direct simulation engine with this inlet cells file

Figure 6.3 Relevant portions of the algorithm handling inlet flow profiles
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createFlowProfile(file name);
Input: file containing the profile definition
begin

Read the profile definition file;
Generate a local coordinate frame;
Store the points defining the profile and corresponding flow properties;
Run checks and ensure definition is valid;

end

interpolateFromProfile(profile number, point);
Input: query point
begin

Transform coordinates to local frame of reference;
Mask the appropriate coordinates;
Check if the masked point lies on profile;
Find bounding point using appropriate nearest neighbor algorithm;
Use default / user-specified interpolation algorithm to interpolate flow
properties;

end

Figure 6.4 Overview of the logic encapsulated behind the flow profile
handling interface

above, the complete implementation has been written as a number of independent

and generic modules. An object-based approach has been adopted by representing

concepts as custom data types tightly associated with accompanying behavior that

are hidden behind generic interfaces. Much of what has been developed has been

with the intent of reuse and to act as a seed for modernizing the rest of the code. In

the process, reusable routines are now available for:

• Cartesian geometry: Point, vector and plane definitions

• Coordinate transformations: Local frames of reference, global to local and

reverse transformations

• Interpolation schemes: Generic interface for interpolation routines and im-

plementations for two specific algorithms

• Data structures for grid points and macroscopic flow properties
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• Flow profile definitions that are independent of any geometric or grid features

The flow profile concept has been generalized to permit 1D / 2D / 3D flow

profiles. Also introduced is the process of masking, whereby simple profiles can be

extruded, rotated etc. into additional dimensions. For e.g, a simple one dimensional

profile definition could be used to specify the radial varation of properties along a

circular surface. Since, the implementation supports higher dimensional flow profiles

without any modifications, one can also create spherical, cylindrical, prismatic, pie-

slice etc. shaped profile definitions with minimal effort. The potential benefits of

being able to export or import 3-D profile definitions have already been discussed.

One of the most helpful features in the implementation is the freedom to define

the flow property variations in any coordinate system that might be comfortable.

With minimal input from the user the PDSC can now handle the translations and

rotations required to convert points in a local coordinate frame to the global frame

used throughout the solution grid (and vice versa). This means that the user can

specify flow profiles on arbitrarily located and oriented surfaces using a local frame

of reference. This greatly facilitates the modeling of complicated chamber geometries

without thrusting the effort of computing inflow velocity vectors in global coordinates

on the user.

Currently, the default interpolation algorithm is a simple linear interpolation

between a set of identified bounding points. However, other interpolation schemes can

be added later on with no modifications required to existing code. This is because all

the interpolation schemes are hidden behind an interface and the user can potentially

change the algorithm used. This might be of some interest when supplied input flux

profiles have fewer data points than required for a smooth spatial variation and other

interpolation schemes are desired.

From the user’s perspective, the only additional task is the creation of a profile

definition file for each inlet that requires spatially varying properties. A summary of

the data required in a typical profile specification can be found in Figure 6.5.
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[coordinate frame definition]
Local origin
Point on local X axis
Point on local Y axis

[interpolation mode and masking specification]
Interpolation mode
Coordinate mask

[profile definition]
Number of points in profile
Number of species in flow descriptions
List of points defining the profile

Figure 6.5 Contents of a profile definition file

6.5 Gas-Surface Interactions: Extended

chapter 4 describes the general principles of gas-surface collisions. Discussed

there are the different mechanisms by which particles incident on a surface are re-

flected back into the gas phase. However,PVD requires the modeling of a different

kind of surface behavior. As the name might suggest, PVD is basically a deposition

process. This means that the simulation model has to include capabilities to mimic

the capture of gas phase particles onto solid surfaces. Bird [32] does not talk at length

about about the aspects of modeling this phenomenon of surface capture. However,

PVD simulation literature regularly talks about sticking surfaces. A sticking surface

typically means a surface on which incident gas-phase particles are captured per-

manently onto the surface. In other words this models gas-surface interactions that

mimic deposition processes.

Modeling completely plastic collisions between vapor atoms and solid surfaces

is crucial to enabling PVD simulation studies. Such a model will provide an important

means of removing mass from the simulation domain without which the only studies

possible will be the vapor plume expansions into vacuum. Without sticking surfaces,

all incident vapor atoms will get reflected off the substrate influencing the flow in the

vicinity and disrupting estimates of the gas phase properties. Vapor atoms incident
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on solid surfaces have to be modeled as sticking to the surface to obtain any accurate

models ov PVD.

One question that cannot be answered so unequivocally is whether all incident

vapor atoms should be modeled as sticking to the surface. Most simulation studies

assume perfectly sticking surfaces which means that all incident vapor atoms stick

to the surface. Hass et al [28], Kersch et al [46], Fan et al [24], Balakrishnan et al

[1] have all used this same assumption. Balakrishnan et al [1] study the influence

of this assumption by varying the sticking coefficient slightly to observe its effect on

gas phase phenomena. Their results lead to conclusions that the flow field properties

are affected noticeably by altering the sticking coefficient. However they also observe

that the deposited film thickness does not seem to be affected significantly by changes

to the sticking coefficient in the vicinity of 1.0, and hence justify the use of perfectly

sticking surfaces.

To summarize the objectives, the primary aim was to allow the PDSC to model

the process of vapor atoms to stick to surfaces. It was also decided to incorporate a

sticking coefficient so that sensitivity studies could be performed in the future. It is

apparent that a PVD simulation model would only want the metal vapors to stick

to the solid surfaces and not the lighter (and potentially lower energy) gas phase

particles. Hence, the final requirement was to create a capability to handle different

behaviors for the surface interactions of different species.

The original logic in handling gas surface interactions is summarized in Figure 6.6.

The algorithm has been kept deliberately short in order to highlight only the steps

pertinent to this discussion. It must be mentioned that the complete gas-surface int-

eraction handling occurs during the MOVE stage of the DSMC algorithm chapter 4.

The current implementation has introduced an additional clause if molecules are found

to be incident on a solid surface. A user-specified fraction of the incident particles

are now removed from the simulation once the collision data are sampled. It is the
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foreach Particle p do
Move the particle based on current position and velocities
if p crosses any cell boundaries then

Identify face crossed (f)
if f lies on a solid boundary then

Sample a random fraction r1 from uniform distribution U1

if r1 < rdiff then
Perform a diffuse reflection

else
Perform a specular reflection

else
Handle other types of boundaries (I/O, mirror, periodic, CPU
etc.)

Figure 6.6 Logic flow in handling gas-surface collisions

foreach Particle p do
Move the particle based on current position and velocities
if p crosses any cell boundaries then

Identify face crossed (f)
if f lies on a solid boundary then

Sample a random fraction r1 from uniform distribution U1

if r1 < rsticking then
Calculate the contribution of the incident particle to the
change in surface properties
Remove the particle from the simulation

else
Sample a random fraction r2 from uniform distribution U2

if r2 < rdiff then
Perform a diffuse reflection

else
Perform a specular reflection

else
Handle other types of boundaries (I/O, mirror, periodic, CPU
etc.)

Figure 6.7 Modifications to handle sticking surfaces
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remaining fraction of reflected particles that are then handed over to the original code

for either diffuse or specular reflection. This is described in Figure 6.7.

The fraction of particles that stick to the surface is actually dependent on the

incident gas species and also on the nature of the surface. Hence, ideally, the sticking

coefficient should be specified as a function of the species and the boundary surface

number in the computational domain. For example it might be interesting to model

the substrate surface material as perfectly sticking, while the chamber walls are not

so. However, such knowledge of the differences caused by the material or nature of

the solid surface is not available in literature. In the absence of conclusive evidence to

justify a need, the additional complications have been avoided and sticking coefficients

have been associated with just the species of the incident gas. Changes visible to the

user now require the specification of the sticking coefficient as an extra parameter for

each species in the flow.

6.6 Handling Backscatter: Constant mass flux inlets

Backscatter is the phenomenon of molecules entering the flow domain being

scattered back through the inlet face because of collisions with other molecules in the

domain.

6.6.1 Significance in Vapor Depositon Flows

Backscatter is not something that is unnatural or specific to the type of flows

being dealt with in this work. Even in a stationary gas at equilibrium, there are al-

ways molecules that will get scattered back across any reference surface that might be

defined. However, what does make this phenomenon significant for vapor deposition

flows is the lack of a significant macroscopic flow velocity at the inlet. The vapor flux

that enters the deposition chamber is usually modeled as one with a zero macroscopic

velocity. This means that the molecular velocities very close to the inlet face are of
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the order of the mean thermal speed of the entrant species at the corresponding tem-

perature. When this is the case, the probability that collisions with other molecules

in the domain (which also posses similar thermal speeds) will reverse the direction

of motion of an entrant molecule is relatively high. This is in contrast to scenarios

where the flow has a definite macroscopic velocity. For e.g., for high speed rarefied

flows, because the macroscopic flow velocities are of the order of the thermal speeds,

backscatter phenomena are probably only of theoretical interest.

There is one other perspective from which this can be understood. In typical

flow simulations, inlet faces are only imaginary surfaces that act as the boundary

between the flow domain of interest and the flow without. Hence, in the immediate

vicinity of an inlet face, on either side of it, there exists fluid with almost identical

temperatures and velocities. In such a scenario, if the fluid has a zero macroscopic

velocity, then the fraction of particles that are scattered back across the face in either

direction will be equal. Hence this process will not influence the flow near the inlet

significantly. However, in vapor deposition setups, the inlet face is an actual physical

boundary that separates the gas phase from the solid surface or melt pool. Hence

both vaporization and backscatter are processes that occur only on one side of the

inlet surface - in the gas phase within the flow domain. Hence backscatter back into

the melt pool is not counteracted by a similar process outside the domain of interest.

This will influence the flow properties near the inlet and, as a result, elsewhere in the

domain.

Backscattered particles in a vapor deposition process will impinge on the melt

pool and recondense. This will result in the transfer of energy to the melt pool.

Depending on the backscatter flux, this might be a non-trivial efect on the target

surface and might cause the heating of the vapor source itself. An increase in the

temperature of the melt pool will affect the number and velocities of the molecules

that evaporate from the surface, which in turn affect the flow in the chamber and

the backscatter processes in return! These effects will stabilize at some melt pool
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temperature, but in essence will the drive the vapor generation process away from

the initial (intended) conditions. As gas phase simulations of the chamber usually

model the melt pool as a fixed inlet condition, the backscatter processes will be

decoupled from the numerical flux generation model. This might affect the flow in

the chamber.

There is another point of concern in modeling exercises. Experimental studies

of vapor deposition typically measure the feed rate of the source material into the

chamber, This yields a mass rate of evaporation which is used to specify a mass flux

at the inlet surface of the computational domain. Direct simulation of the chamber

flows will now result automatically in backscatter processes causing some of the inlet

vapor molecules to exit the simulation domain. Hence, the net mass flux that enters

the domain at each iteration will be lesser than the intended value that has been set

as the boundary condition. This will obviously affect the flow predictions throughout

the chamber and can have quite a significant effect on the fluxes near the substrate.

6.6.2 Implementation

Though the process of backscatter is something that can be automatically

captured by the direct simulation process, there may be a need to account for or adjust

for the several effect of backscatter discussed above. Several possible approaches

suggested themselves upon reflection:

• Solid boundary inlets: The most natural means of correcting for the back-

scatter flux and allowing the backscattered molecules to influence the vaporiza-

tion surface’s temperature is to model the vapor generation face (i.e. the target

surface) as a solid boundary, but with a flux source capability. In essence, this

would create a new, hybrid boundary condition that would exactly address the

needs of the situation. Such a surface would participate in inlet face operations

like flux entry etc. and also in solid face operations like gas-surface collisions etc.

Hence, the surface would be able to introduce new particles into the domain and
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also reflect incident particles back into the domain. It would also account for

the energy transfer to the surface due to the impinging backscattered molecules,

allowing the surface temperature distribution to evolve during the simulation

as a function of the backscatter flux. This may be able to increase simulation

fidelity significantly, as the influence of incident particle collisions on the target

surface is also incorporated into the numerical model. There does not seem to

be any available literature that has used this approach to model vapor source

surfaces in film deposition simulations.

• One-way inlets: Simply adjusting for the backscatter flux to ensure constant

mass flux inlets might improve the fidelity of the simulation considerably. This

proposed approach modifies existing inlet conditions to create a scenario where

particles that are incident on the inlet face inside the flow domain do not leave

the domain. Instead they are reflected back into the domain. Particle reflection

may either be diffuse or specular. However diffuse reflections are closer to

physical reality as it mimics the removal of the backscattered particle and the

introduction of a new vapor particle that is based on the surface conditions.

The reflection process however, does not influence the inlet properties in any

way as it is not treated like a surface collision. It is simply a modeling gimmick

to ensure a constant mass flux at the vapor inlet. Modeling the inlet conditions

statically, effectively decouples the influence of the gas phase on the target

surface temperature. It achieves a constant mass flux by permitting only flux

entry and preventing flux exit, thereby acting like a one-way inlet. An approach

similar to the one proposed here has been used by Fan et al Fan00 in their

simulations to correct for backscatter.

• Adjusting inlet fluxes to correct for backscatter is also another means of

achieving a constant mass flux at the vapor source. Such an approach has been

adopted by Balakrishnan et al [1]. They monitor the spatial distribution of the
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backscatter flux across the inlet and adjust their inlet fluxes to account for this

backscatter.

Though not identified as a necessary requirement in the initial stages of this

work, preliminary results highlighted the need to account for the backscatter of the

vapor phase atoms back into the melt pool so as to maintain a mass flux closer to

intended values. Searches in existing literature also pointed to the influence of the

backscatter phenomenon and the non-trivial fraction of molecules that recondense on

the target surface [110, 1]. Without extensive investigation into the results, it was

decided to implement the capability to handle at least the influence of the backscatter

on the net mass influx at a vapor source.

The current implementation of the PDSC would have required extensive chan-

ges to both the pre-processing and direct simulation components to permit the in-

troduction of a new boundary condition like solid-inlet boundaries. Though it would

have been interesting to observe the change in predicted flow contours while incor-

porating an evolving target surface temperature, the focus of the current work is to

enable the PDSC to handle PVD simulations in exisiting literature. Hence, it was

decided to implement one-way inlets into the code to permit the maintenance of a

constant mass flux at the vapor inlets. The changes involved simply adding clauses

to the particle move algorithm in the DSMC model to diffusely reflect any particles

that crossed inlet boundaries heading outside the simulation domain. The reflected

particle is assumed to have completely accommodated to the inlet temperature at the

crossed face and is hence given velocities sampled from the Maxwellian distribution

at that temperature.

The implementation includes no user-visible changes. User options permitting

the toggling of this feature has been implemented but has been held back in favor of

the future introduction of inlet-specific switches to perform this function. the code is

now capable of handling constant mass flux inlets for general applications.
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6.7 A Perspective on the Implemented Enhancements

It is casually interesting to note that the one unifying factor for all the im-

plemented enhancements to the PDSC focus on enhancing or implementing different

flux entry / exit mechanisms from the simulated deposition chamber. The majority

of the contributions of this work focus on improving the PDSC’s deftness at han-

dling realistic inlet conditions. Work has also been done to enable appropriate flux

removal mechanisms (sticking surfaces) and required means for constant influx coni-

tions (backscatter handling). In hindsight, this might seem expected as the PDSC,

originally designed for external flows, would definitely require additional capabilities

in handling internal flows. Also, attempts to study and evaluate the performance of

the core particle or surface interaction models in vapor deposition scenarios would

have to wait until the numerical model duplicated the flow chamber boundary con-

ditions as closely as possible in the simulation. Hence, this work has focused on

enhancing the PDSC in an attempt to move in this direction.



PART III

RESULTS AND DISCUSSION
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CHAPTER 7

VALIDATION FOR HIGH SPEED FLOWS

The first step upon acquiring the PDSC code was to put it through a series of

validation exercises. A set of high-speed flows intended to mimic atmospheric re-entry

conditions have been used for this purpose. Publications used for reference provide

experimental measurements of such flows and some also perform similar DSMC com-

putations. This section details some of the key results from this validation exercise in

an attempt to demonstrate the ability of the code to handle such flows. A summary

of the relevant data for each of the cases can be found in Table 7.1. Some of these

results are reported in Venkataraman et al [111] and Cheng et al [112].

7.1 Corner FLow over Perpendicular Flat Plates

The first case considered is the supersonic flow over the corner formed by two

perpendicular flat plates, verified with the data provided in Bird [32]. This problem is

analyzed in detail by Bird and is used to compare the accuracy of his three dimensional

code against his earlier 2-D demonstration code. The flow possesses characteristics

very similar to the flow over a flat plate, but at the same time is a good starting

test to verify the 3-D solver. As the whole domain is included in the computations,

we can observe if the code is able to capture the inherent symmetry in the flow with

reasonable accuracy.

The flow is a stream of Argon at a temperature of 300 K and a freestream

Mach number of 6 flowing along the longer side of the plates. The leading edges of

the plates are 0.05 m from the edge of the domain. The plates themselves are at
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Flow Case A B C

Gas Argon Nitrogen Nitrogen

Inlet Number Density (m−3) 1.0 × 1020 2.0 × 1022 8.608 × 1021

Inlet Temperature (K) 300 261.4 22.8

Inlet Mach Number 6.0 1.0 11.25

Inlet Velocity (m/s) 1773.917 329.642 1077.0

Solid surface temperature (K) 1000 296 600

Thermal Accommodation Complete Complete Complete

Dimensions of flow domain 0.3 × 0.18 ×

0.18m3

39.68 ×

39.68mm2×45◦

50 × 30mm2 ×

45◦

Num. of cells 47000 32000 66000

Num. of particles 4.5 × 105 4.0 × 105 5.8 × 105

Num. of Timesteps 30000 60000 60000

References Bird [32] Weaver [113] Dogra [114]

Table 7.1 A summary of some data for the test cases: A - Flow over perpendicular
plates; B - Vacuum expansion through orifice; C - Flow over a sphere

right angles and are aligned with the y & z axes. The surface temperature of the

plates is 1000 K and they are modeled as fully diffusive walls with complete thermal

accommodation.The Knudsen number based on the free stream mean free path and

the plate length is 0.043. A sketch of the plates and the computational domain is

given in Figure 7.1.

The results predict the symmetric nature of the flow field quite well. The

density and temperature contours, normalized with respect to the freestream values,

at x/L = 0.4 (measured from the leading edge) are plotted in Figure 7.2 and Figure 7.3.

These contours agree well with the results published in Bird [32]. Figure 7.4 compares

the normalized density along the line of symmetry between the two plates at a distance

of x/L = 0.4 from the leading edge with the results in Bird [32].
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Figure 7.1 Schematic of the perpendicular flat plates
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7.2 Expanding Flow through an Orifice
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Figure 7.5 Number density contours for expansion through an orifice

The chosen problem mimics typical environments encountered by in-space

propulsion systems, where nozzle plumes experience sudden expansion into vacuum.

Such problems are of great interest in the design of satellites and space vehicles. One

would typically expect to know the expansion profile of such a plume, regions in the

neighboring structure which might be affected by backflow, the heating effects caused

by plume impingement etc. The design of heat shields and placement of equipment on

the vehicle hulls is strongly influenced by such data. As a first step it was attempted

to predict the expansion into vacuum from a sonic orifice outlet. This problem uses

the experimental data obtained by Weaver et al [113] and previous simulation results

by Wu et al [97] for comparison.

The flow considered is that of a jet of nitrogen through an orifice of diameter

1.984 mm, followed by an expansion into vacuum. As the flow is axisymmetric,

only one eighth of the actual flow domain is modeled in the simulation, resulting in

appreciable savings in computational time. A point of consideration is that the slice
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not be too narrow, as it results in skewed cells near the central axis, which affect the

computed local Knudsen numbers. The side faces of the slice are treated as walls with

specular reflection to model the symmetry boundary. Vacuum boundary conditions

are used for the other faces. The Knudsen number based on the freestream mean free

path and the orifice diameter is 0.0163.

The simulation initially used about 20,000 cells and approximately 2.3x105

particles. The results obtained from this first run were then used to perform mesh

refinement that increased the number of cells to about 32000. The freestream param-

eter was chosen to be one hundredth of the inlet number density so that the mesh is

refined around the orifice inlet.
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Figure 7.8 Normalized density along the central axis of the orifice

The results obtained are found to agree admirably with those presented in

the mentioned references. Figure 7.5 and Figure 7.6 present the number density and

nomalized (w.r.t inlet value) temperature contours for the expansion plume through

the orifice. Figure 7.7 presents the mach number contours for the flow. The contours

match well with previous simulation results obtained with an earlier version of this

code by Wu et al [97]. We observe that the code faithfully captures the large drop in
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number density along the centerline. It matches with a drop of three orders of magni-

tude within a distance of 20 times the orifice diameter, recorded both experimentally

by Weaver [113] and through simulation by Wu [97], as observed in Figure 7.8.

7.3 Hypersonic Flow over a Sphere

Figure 7.9 Schematic of the computational domain for flow over 10mm sphere

The third benchmark chosen is the hypersonic flow over a sphere of diameter

10 mm. The problem was modeled on, and results verified from, the data provided by

Dogra et al [114]. The problem is of interest because of the steep gradients involved

and the flow structure around the sphere. It is vital that the DSMC implementation

be able to capture the flow structure around such objects at high Mach numbers under

rarified conditions. The flow under consideration is at Mach 11.25. The freestream

Knudsen number based on the diameter of the sphere is 0.078. Hence the problem

represents a good test of the capabilities of the code. A sketch of the computational

domain with a mock sphere in place for reference is shown in Figure 7.9.

The simulation results are plotted in Figure 7.10, Figure 7.11 and Figure 7.12.

The plots indicate that the code has captured the bow shock that forms at some

distance in front of the sphere. The normalized density (upper half) and temperature
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(lower half) contours show that the code predicts the highly compressed shock in

front of the sphere, as well as the rarefied wake region behind the sphere. A plot of

the predicted flow density and temperatures along the stagnation line in front of the

sphere is presented in Figure 7.13. The results agree well with those from Dogra et

al [114], as well as with results obtained from earlier versions of the code by Wu et al

[97]. The predicted rotational temperature, is however, lower than the predictions by

Dogra. This may be due to an insufficient grid refinement immediately ahead of the

sphere, where the number density is very high and would require a finer grid to resolve

the gradient. The plot clearly shows that the flow is in thermal non-equilibrium in

the shock region, as the translational and rotational temperatures are quite different.

A more detailed explanation can be found in Dogra [114]. The good agreement of

the results with previous data brings out the ability of the code to capture shocks

faithfully, and to predict high flow field gradients.
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Figure 7.13 Stagnation line properties for flow over sphere

7.4 Flow past a Blunt Cone

The hypersonic flow field past blunt bodies is of special interest for re-entry

flow simulations. The large gradients across the shock region and the rarefied wakes

behind the body in such hypersonic flows are typical of re-entry situations. The

problems chosen are Mach 20 flows that are definitely in the non-continuum regime.

That the solver is capable of capturing flow features of interest like shocks has been

demonstrated from the previous test case. However, this problem is of more real

interest as it models the blunt nose cone that is found in most high-speed vehicles.

The results obtained are hence very much of interest and were studied quite closely.

A set of 2 cases, each with 3 different angles of attack (0◦, 10◦ & 20◦), of

a hypersonic nitrogen stream flowing past a 70◦ blunt cone are simulated. Details

of the geometry can be obtained from Moss and Price [115]. The numerical results

are compared with experimental data from the SR3 experiment available in Allegre

et al [116, 117, 118], and with simulation results from Moss and Price [115]. The

computational domain of the flow was either a 16th slice for the axisymmetric case or

a semi-cylindrical domain for the non-zero attack angles. The flow conditions for the
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Figure 7.14 Blunt Cone (0◦ attack): Flow domain

Case 1 Case 2

Mach Number 20.2 20.0

Velocity (m/s) 1502.0 1502.0

Density (×10−5Kg/m3) 1.73 5.19

Temperature (K) 13.3 13.6

Mean free path (mm) 1.59 0.54

Gas species N2 N2

Wall Temperature (K) 300 300

Table 7.2 A summary of relevant data for the test cases involving flow over blunt
cone

six different cases considered are tabulated in Table 7.2. The computational domain

for the axial flow is depicted in Figure 7.14.

All cases were run for a total of 60,000 time steps. Samples were not taken for

the initial 6000 time steps, so that the flow in the simulation domain might become

stable and any initial transience might die out. The number of simulated particles in

any case was at least 5 times the total number of cells in the domain. The normalized

density and temperature contours of the flow for Case 2 have been plotted for 0◦, 10◦
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and 20◦ angles of attack in Figure 7.15 - Figure 7.20. The density plot for 0◦ angle

of attack in Case 2 is compared with the plot in Moss and Price [115], and is found

to agree quite well.

Figure 7.21-Figure 7.26 plot the surface heating rates along the surface of

the blunt cone. These are presented against the experimental results obtained from

Allegre [118]. We can see that the results predicted match reasonably well with the

experimental values. The plots also compare favorably against the heating rate plots

in Moss and Price [115].

We also tabulate here, the aerodynamic coefficients for the 6 cases. Table 7.3

and Table 7.4 present the drag, lift and pitching moment coefficients for Case 1

and Case 2 respectively. These again compare well with the results from Allegre

[117]. Finally we tabulate the drag coefficients for 0 attack obtained from the SR3

experiment [117], those obtained from simulation by Moss [115] and by the PDSC

code in Table 7.5. We observe from the results that the values predicted by the PDSC

match the experimental results more closely than the simulation results from Moss

et al.

Attack Angle Cd Cl Cm

0◦ 1.6522 0 0

10◦ 1.6104 -0.1624 -0.0620

20◦ 1.4960 -0.2931 -0.1323

Table 7.3 Aerodynamic coefficients for flow past a blunt cone: Case 1

Attack Angle Cd Cl Cm

0◦ 1.5826 0 0

10◦ 1.5434 -0.1765 -0.0537

20◦ 1.4149 -0.3138 -0.1130

Table 7.4 Aerodynamic coefficients for flow past a blunt cone: Case 2
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Figure 7.21 Blunt Cone (Case 1, 0◦ attack): Surface heating rates
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Figure 7.22 Blunt Cone (Case 2, 0◦ attack): Surface heating rates

Case Moss et al PDSC SR3

1 1.69 1.65 1.66

2 1.62 1.58 1.52

Table 7.5 Drag coefficients from the PDSC compared against experiment and other
simulations
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Figure 7.23 Blunt Cone (Case 1, 10◦ attack): Surface heating rates
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Figure 7.24 Blunt Cone (Case 2, 10◦ attack): Surface heating rates
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Figure 7.25 Blunt Cone (Case 1, 20◦ attack): Surface heating rates
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Figure 7.26 Blunt Cone (Case 2, 20◦ attack): Surface heating rates



105

CHAPTER 8

SOME RESULTS FROM PVD SIMULATIONS

8.1 Description

chapter 6 describes the features that have been built into PDSC as part of

this work. The correctness testing of such features was done by putting the enhanced

version of the PDSC through its paces on a series of simple, hypothetical flows. Test

cases ranged from flow through multiple nozzles to expansions into a free stream.

The results of these tests, though useful in verifying the implementation, will not be

described here as they are not of interest in the larger objectives of this document. It

should be sufficient to say that the implementations of the enhancements have been

verified and the PDSC is now capable of tackling vapor deposition flows in realistic

setups.

Described in this chapter are some results from a simulation study of a va-

por deposition scenario described in Balakrishnan et al [1]. This flow scenario was

intended as a validation exercise for the PDSC. The paper [1] describes an experi-

mental setup for studying a Titanium vapor plume expansion in a near-vacuum, and

its deposition on a substrate. The authors have also performed DSMC simulations of

the same scenario. A few notable aspects of their study are discussed in some detail

in chapter 3.

As mentioned before, it has been relatively difficult to find reports in literature

that provide experimental measurements of the flow field properties in a PVD chamber

and also describe the particle model chosen to study the same flows via simulation.

As the publication by Balakrishnan et al provides pieces of both of these informations,
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it was chosen as the starting point for validating the PDSC for PVD flows. Further

simulations of other vapor deposition flows have been carried out, but have not been

presented here as they are not currently in a form that can contribute to any additional

inferences than the ones presented here.
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Figure 8.1 Schematic of the PVD chamber

Figure 8.1 presents a schematic of the cross-section of the PVD chamber stud-

ied by Balakrishnan et al. The vapor source is a a Titanium ingot that is fed into the

chamber through the bottom of the chamber. For simulation purposes, the bottom

face of the domain can be treated as the inlet for the Ti vapor. The top wall of

the chamber is treated as the substrate. The geometry presented here idealizes the

actual setup by neglecting any outlets to vacuum pumps and the like. The schematic

presented in the paper also describes the location of the laser beam equipment used

for spectroscopic flow measurements.

The study measures the expansion and deposition profiles of a Ti vapor plume

produced by bombarding the metal ingot with an electron beam. The electron beam

causes an uneven heating of the ingot surface and results in a spatial variation of

the vapor temperature and mass flux from the surface. This inlet profile is shown in
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Figure 8.2 Temperature and flux profiles for the vapor plume at the inlet

Figure 8.2. The 2D DSMC simulation in Balakrishnan et al treats the flow as a single

species plume expansion into a chamber, neglecting the presence of any background

gas or the side effects of an electron beam in the chamber. They use a VHS collision

model and also account for the electronic energies in their DSMC simulations. A

summary of the relevant data from the paper is listed in Table 8.1.

Inlet diameter (m) 0.05

Target-Substrate distance (m) 0.45

Target Temperature (K) 2100-2600

Vapor mass flux (Kg/m2s) ∼ 0 − 0.23

Number Density (near target) O(1022)

Substrate sticking coefficient 1.0

Side wall sticking coefficient 1.0

VHS molecular diameter (×10−26 m) 4.0

Table 8.1 Some relevant information from Balakrishnan et al [1]
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8.2 Simulation set up
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Figure 8.3 Initial grid used to start the DSMC simulations
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Figure 8.4 Refined grid adapted based on the initial solution

This PVD scenario was setup as a three dimensional flow domain for the

PDSC. One sixth of the complete chamber was modeled in the simulation. Figure 8.3

shows the original grid used to start the simulation. It consists of about 57,000

cells and the node distribution along the different walls have been chosen to crudely

mimic the mesh used in Balakrishnan et al. The included angle in the slice of the

chamber in the simulation is 60◦, chosen to minimize cell skew near the central axis.

Refinement parameters (Table 8.3) fed to the PDSC, however, altered the mesh during
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Before Refinement After refinement

Num. of cells 57 × 103 128 × 103

Num. of particles 2.5 × 106 5.8 × 106

Num. of time steps 180 × 103

Num. of time steps for initial burn-in 35 × 103

Num. of processors 64

Execution (wall clock) time ∼ 7 hours ∼ 18 hours

Cluster architecture Intel Xeon, 64 bit, 3.6 GHz

Table 8.2 Approximate computational size before and after mesh refinement

Refinement parameters

Threshold min. freestream density 0.1

Threshold max. cell-local Knudsen number 1.5

Table 8.3 Refinement parameters

the simulation based on an initial solution, and the refined mesh is shown in Figure 8.4.

Table 8.2 compares relevant numbers for the direct simulation stages before and after

mesh refinement.

8.3 Observations of the chamber flow

Figure 8.5 presents the density contours obtained from the PDSC. It should

be noted that the density falls by more than three orders of magnitude as the plume

expands through the chamber. This is reflective of the steep flow gradients involved

and the challenges it poses to conventional flow solvers. Similar drops in density were

observed in the scenario of flow expanding from an orifice into vacuum (section 7.2).

Figure 8.6 and Figure 8.7 present flow contours for the translational temperature and

the absolute velocity through the domain. Both of these figures conform the presence

of steep flow gradients. The off-axis peak in the absolute velocities must be noted.
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This can be explained as caused by the inlet flow property profiles. The number and

temperature of the vapor atoms entering the domain peak off the central axis and

this causes greater acceleration, which is reflected as greater flow velocities in these

regions. The contours presented here agree well with the simulations by Balakrishnan

et al [1].
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Figure 8.5 Density contours

Also of some interest is the observation that the vapor temperature drops

drastically while the macroscopic flow speed increases from 0 m/s at the inlet to

1300+ m/s near the substrate. This can be explained as follows. The temperature

of the vaporizing atoms represents the random thermal energy of the atoms as they

vaporize off the inlet surface. When they vaporize, they do not have any macroscopic

directional speed, i.e. the macroscopic velocity is 0m/s. However they have significant

thermal speeds (which is the random component of the molecular velocities). As they

undergo collisions the vapor plume expands into the chamber. Because there is a

constant influx at the inlet, the collisions ensure that most atoms are accelerated

into the chamber. Hence, farther into the chamber most of the molecular velocities

are directed likewise and hence the major component of the molecular velocities are
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interpreted as the macroscopic flow velocity. Hence we observe a steep increase in the

flow velocity and a sharp decrease in the flow temperature, though a major reason for

this is simply a reinterpretation of the molecular energies into different macroscopic

properties. There is no steep decrease in the translational energy in the system but

just a redistribution of this energy between the collective component (flow speed) and

the random component (thermal speed). Hence, temperature, which is an index of

the random thermal energy, decreases; while flow velocity, which is an average of the

individual molecular velocities, increases.

Source Vabs (m/s)

Experimental 1400 ± 10

PDSC 1321.7

Balakrishnan et al (without electronic energy) 1326

Balakrishnan et al (with electronic energy) 1393

Table 8.4 Predictions of absoulte velocity compared against experiment

Table 8.4 compares the absolute velocities predicted by the PDSC against ex-

perimental measurements and also against DSMC predictions by Balakrishnan et al

[1]. The location of these measurements is evident from the experimental schematic

that can be found in their paper. The authors compare DSMC predictions made

with and without the inclusion of atomic electronic energies in the simulation. These

numbers have been reproduced in the table for reference. It can be seen that the

PDSC-predicted absolute velocities are about as close to the experimental measure-

ments as those computed by Balakrishnan et al without the inclusion of electronic

energies in the simulation. The PDSC’s estimate differs from experimental values by

about 5-6%. Apart from the fact that the PDSC does not account for energies in

the atom electronic states, one reason for this difference could be that the values are

obtained using collisional model parameters that may be different from those used

by the authors of the reference paper. Complete information about the VHS model
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parameters that were used have not been provided; hence the parameters that have

not been reported have been obtained from a later publication by the same group [24].

This could result in a different collisional environment, affecting the rate of expansion

(and hence, the velocities) of the plume.

8.4 Wall and Substrate fluxes

r (m)

N
o

rm
a

li
z
e

d
fi
lm

th
ic

k
n

e
s
s

0 0.1 0.2 0.3 0.4
0

0.2

0.4

0.6

0.8

1

PDSC

Balakrishnan et al (Experiment)

Figure 8.8 Normalized deposition profile

Figure 8.8 plots the deposition profile along the substrate from experiment

and simulation, normalized against their respective axial deposition thicknesses. The

predictions from the PDSC were in the form of incident fluxes on the substrate sur-

face. As the surfaces were treated to be perfectly sticking, these values are directly

proportional to the deposition thickness. Hence, when normalized against a reference

value (the incident flux at the substrate center), they yield a curve identical to the one

that may be obtained from a computed deposition profile. The values obtained from

the PDSC are face-averaged properties plotted at the corresponding face centers. A
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radial profile is obtained by simply collapsing these face-averaged properties onto the

substrate radius.

It can be seen that there is a good agreement with experiment and with sim-

ulations by Balakrishnan et al. It is important that the PDSC’s ability to make such

predictions be verified as it is one of the ultimate objectives of such vapor-phase sim-

ulations. We can see that the profile predicted by the PDSC lies within the range

of experimental measurements and also agrees with similar simulations without elec-

tronic energies [1].
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Figure 8.9 Fluxes to the side walls

Figure 8.9 compares the number fluxes at the side walls obtained from the

PDSC and the simulations in the reference publication. Both the simulation attempts

predict quite similar wall fluxes. There is some difference close to the inlet where the

PDSC predicts lower fluxes. This can probably be explained by the differences in

the particle model parameters. The results plotted are from a simulation where

the PDSC used the VHS model parameters for Ti as proposed by Fan et al [24].

These parameters present an increased collision cross-section for Ti at the reference

temperature. Assuming Balakrishnan et al used similar values for ω, this would
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mean that the collision cross-sections in the PDSC were somewhat larger resulting in

a greater collisional flow. If the assumption that the simulations differed in just the

collision cross-section values is true, then the marginally lower wall fluxes predicted

by the PDSC can be attributed to slightly greater plume focusing due to increased

collisional transport. As the collisional processes are most dominant near the inlet,

the focusing effect is also the greatest in this region. Hence, the difference between

PDSC’s predictions and those from the reference publication are the greatest here.

There are several publications that talk about vapor-plume focusing effects due to

collisional transport [68, 1].

8.5 Verifying the Implementation
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Figure 8.10 Inlet flow profile generated by the PDSC preprocessor

Figure 8.10 - Figure 8.12 provide a quick verification of the new features added

to the PDSC. Figure 8.10 plots the number density and temperature profiles gen-

erated by the initial, sequential portion of the PDSC and fed to the parallel, direct
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Figure 8.11 Flux incident on the chamber surfaces
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Figure 8.12 Flux reflected from the chamber surfaces

simulation module. As all inlet profile definitions are handled at this stage, the face-

based data structure was written out as an intermediate result to verify if the profile

definition was used correctly and the interpolations schemes performed well. The

plots conform that the temperature profile is identical to the input and the number

densities (directly proportional to the mass flux) retain the sharp off-axis peak. The

plots presented here are only a glimpse of more rigorous checks that have been carried

out.
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Figure 8.11 and Figure 8.12 plot the variation of the incident and reflected

fluxes along the substrate and the chamber walls. These plots are presented just as

a quick check that the surfaces do behave as perfectly sticking surfaces. It can be

seen that the incident fluxes (plotted on a logarithmic scale) vary as shown in the

earlier graphs whereas the reflected fluxes are zero throughout the solid surfaces of

the chamber. This indeed proves that the solid walls have been perfectly sticking for

the vapor atoms.

8.6 Sensitivity Studies

It may be evident from the discussion so far that the results presented have

been obtained under two major assumptions that affect the collision processes in the

simulation. The first is the actual VHS model that has been used for Ti vapor. The

model parameters supplied in the reference paper are not complete, and hence, two

different sets of model parameters have been used in the simulations in this work.

This will definitely influence the results and hence, a study is performed to compare

the results obtained by comparing the results from the two models. The models differ

primarily in the atomic diameter of Ti and, hence, the collision cross-section of the

vapor atoms.

The second assumption is that the substrate and chamber walls are perfectly

sticking surfaces. Though this does mimic the assumptions in the reference paper

[1], it can also be reasoned that this provides an unphysical idealization of the actual

scenario. Actual solid surfaces, may be very close to perfectly sticking, but the small

fractional deviation from this perfect behavior might affect the flow field noticeably.

A study has been done to verify this by altering the sticking coefficient of the surfaces

and comparing the changes in the flow contours.

It should be noted that all the results presented in this section are obtained

without correcting for backscatter. This will result in a lesser mass flux entering the

simulation domain, but will not have any bearing on this comparitive study.
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8.6.1 Collision Cross-Section

Reference Balakrishnan et al [1] Fan et al [24]

Molecular diameter (×10−26) 4.0 5.844

Reference temperature (K) 273.0 2000

Temperature exponent of viscosity 0.849 0.849

Surface sticking coefficient 1.0 1.0

Table 8.5 A comparison of Ti VHS model parameters used in the sensitivity study

The two sets of VHS model parameters used are listed in Table 8.5. The two

models differ mainly in the atomic collision-cross section. The model parameters in

Fan et al should result in increased collisional flow in the chamber. Figure 8.13 shows

the density contours that are obtained using the two models. It can be seen from

the density contours that an increased collision cross-section causes an increase in the

flow densities near the central axis, while it causes lower densities farther from the

axis (near the side walls). This means that the vapor plume is focused towards the

central axis causing greater substrate fluxes near the central axis. A closer look at

the figure will show that the plume contours for the case with the increased cross-

section are indeed slightly flatter on the sides. Such a counter-intuitive focusing effect

due to increased collisional transport has been observed and studied in other efforts

documented in literature [68].

Proof of increased collisional transport can be seen in Figure 8.14 which plots

the backscatter fluxes at the inlet surface normalized against, the backscatter flux

at the inlet center for the base case (Ti VHS dia. 4.0Å). It is immediately apparent

that the increased cross-section greatly increases the backscatter fluxes which is a

logical outcome of assuming increased collisional activity. Of further interest is the

significant increase in backscatter. It must be noted that the VHS diameters used

more than double the collision cross-section of the vapor.
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Figure 8.13 Sensitivity to VHS molecular diameter: Density contours. Left - d =
4.0Å(Balakrishnan et al); Right - d = 5.844 Å(Fan et al)
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This comparison points to the fact that model parameters can affect the rel-

ative distribution of fluxes within the chamber. Accurate predictions of deposition

profiles are therefore critically dependent on the particle collision models used and

the choice of model parameters that best mimic actual collisional processes in real

systems.

8.6.2 Sticking Coefficient

As has been mentioned earlier in this section and in section 6.5, perfectly

sticking surfaces represent an unphysical but necessary approximation. The necessity

arises because of the unavailability of literature that provides rigorous theoretical or

experimental treatments of gas-surface interactions in the context of high tempera-

ture metal vapors. Thermal accommodation, though unrelated to sticking, also falls

under the umbrella of gas-surface interactions, and has been shown to be complete

for most gas-surface interactions of practical interest [119, 32]. However, similar con-

clusions for the sticking behavior of surfaces are not available. The results presented

here attempt to highlight the sensitivity of the chamber flow phenomena to the gas-

surface interactions occuring at the chamber walls. To somewhat emphasise the need

for further exploration in this area, the two scenarios considered compare the flow

contours for simulations that used sticking coefficients of 1.0 and 0.9. The decision to

study a 10% variaton in the sticking coefficient does not arise out of any qualitative

/ quantitative knowledge of surface behaviors, but rather out of the desire to study

the effect of a non-trivial change in surface behavior on the chamber flows.

Figure 8.15, Figure 8.17 and Figure 8.19 present results for a change in the

sticking coefficient for an atomic diameter of 4.0Å[1], while Figure 8.16, Figure 8.18

and Figure 8.20 present the contours obtained using the VHS model parameters in

Fan et al [24]. A point of note is that the mesh in the vicinity of the walls is relatively

coarse and results in somewhat coarse contours. Finer meshes might yield better

resolutions.
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Figure 8.15 D=4.0Å; Density contours: Left - Sticking coefficient 1.0; Right -
Sticking Coefficient 0.9
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Figure 8.16 D=5.844Å; Density contours: Left - Sticking coefficient 1.0; Right -
Sticking Coefficient 0.9
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Figure 8.17 D=4.0Å; Velocity contours: Left - Sticking coefficient 1.0; Right -
Sticking Coefficient 0.9
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Figure 8.18 D=5.844Å; Velocity contours: Left - Sticking coefficient 1.0; Right -
Sticking Coefficient 0.9
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Figure 8.19 D=4.0Å; Temperature contours: Left - Sticking coefficient 1.0; Right -
Sticking Coefficient 0.9
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One conclusion that is immediately apparent is that the sticking coefficient

significantly affects the flow field in the vicinity of the chamber walls. This is quite

understandable, as a perfectly sticking surface does not give any feedback to the gas

phase and hence, its presence is effectively immaterial to the flow. The contours for

perfectly sticking surfaces are identical to what will be obtained for a flow expanding

into vacuum. A partially sticking coefficient will reflect some of the incident particles

back into the gas phase. The reflected particles possess energies that are commodated

towards the surface temperature. The gas phase hence gets some feedback from the

surface. The flow contours are hence affected by the surface behavior. The density

contours for the cases where sticking coefficient is 0.9 show an increase in the flow

density near the chamber walls. As partially sticking surface reflect some of the par-

ticles back into the surface, this causes an increase in density near the walls. The

reflected particles will also cause a net reduction in the flow velocity in the chamber.

This is also evident from the flow velocity contours in Figure 8.17 and Figure 8.18. As

the surface now emits some particles back into the gas phase, this leads to increased

collisional flow near the surface and, hence an increase in flow temperatures evident

from Figure 8.19 and Figure 8.20. Another approach to explaining this is the dis-

cussion of how the molecular velocities are distributed between the macroscopic flow

descriptors - temperature and flow velocity. Reflected particles cause greater random

thermal velocities in the vicinity of the substrate, hence, a greater temperature. The

molecules near the solid walls now possess smaller likewise velocity components and

hence the flow velocity is lower.
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CHAPTER 9

SUGGESTIONS FOR FUTURE WORK

Just like in section 1.2, the avenues that warrant further exploration and work

are listed below, classified primarily into methodology, implementation and compu-

tational aspects.

9.1 Methodology

• Colision Models and Model Parameters: As mentioned before, model-

ing vapor deposition processes requires non-continuum models (usually particle

models) for the gas phase transport. In PVD processes, it is common to have

multiple species interacting during the gas phase transport. Typically, one

or more film component species, background or carrier gas atoms, ions, and

reactive species like oxygen are present. It is of paramount importance that

appropriate particle models be chosen to handle all these scenarios. The task of

defining models that can account for interactions between particles of disparate

masses and energies is still open to contributions. One of the biggest avenues

for further work is in identifying adequate collision model parameters for de-

scribing the collisional transport phenomena involving high temperature metal

vapors. Even for the widely used VHS model, sufficient data or literature is not

available to make the choice of model parameters a trivial task. This work has

used model parameters based on approximate quasi-theoretical derivations by

Fan et al [24]. There exists a need for verifying this approach by applying it to

further PVD test scenarios.
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• Gas-Surface Interactions: Like inter-particle collisions, modeling surface-

particle collisions are also critical to accurate simulations. Available PVD sim-

ulation literature uses perfectly sticking surfaces almost universally. No ex-

perimental or theoretical justifications for such an unphysical idealization have

been encountered in literature. Even if there exist arguments that surfaces

are almost perfectly sticking for metal vapor atoms, sticking coefficients that

differ only slightly from unity may influence flow fields noticeably. This has

been shown in sensitivity studies by Balakrishnan et al [1] and in this work

subsection 8.6.2. Balakrishnan et al alter the sticking coefficient by about 5%

from perfectly sticking and this work has studied the effects of a 10% reduction

in the sticking coefficient. The results presented underline the need for more

investigation into further work in this direction.

9.2 Implementation and Validation

• Mass-flux based inlet conditions: The bulk of the literature presenting

results of experimental studies of vapor deposition processes presents data in

terms of mass fluxes at the vapor source. Even in scenarios of uneven heating

on the vapor source (ingot) surfaces, data available is usually in the form of a

spatial variation of the mass fluxes along the surface. In this light, it will be

advantageous to have the ability to specify inlet conditions in the PDSC that can

directly specify the mass flux along an inlet. Current implementations require

that an inlet number density be specified. This is obtained by computing the

number density of an equilibrium gas that (if present at the inlet surface) would

result in the experimentally observed mass fluxes. This process is something

that can be easily built into the code as an additional boundary condition

capability.
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• Background gases: Background gases can play an important role in affecting

the vapor plume by increasing collisional transport. Simulations are under way

to observe PDSC’s predictions of scenarios involving background gases. Such

case may include simulations that This is work for the immediate future.

• Solid wall inlets: It will be interesting to implement a solid wall inlet boundary

type that would act as a solid boundary for particles in the domain, but also act

as a mass flux source. This would very closely mimic the surface of the ingots

that provide metal vapors PVD processes. Such a representation will also cause

the ingot surface temperatures to be influenced by the backscatter and other

gas phase processes. It will be interesting to test whether such feedback can

cause noticeable differences in flow field predictions.

9.3 Computational and Numerical Considerations

• Random numbers: Random number generation plays a very pivotal albeit

underemphasized role in success of the DSMC approach. The current implem-

entation samples from a single uniform pseudo-random number sequence for

all its random number needs. The implementation has been extensively vali-

dated and used to simulate ‘large’ flow problems with good results. This does

suggest that this choice of using a single random number sequence does not

introduce any artifical correlation between distributions that are meant to be

independant of each other. However, it will be interesting to study whether the

pseudo-random sequence is ‘recycled ’ during the course of a long simulation,

and if it is, whether it has any influence on the flow predictions.

• Generating inlet fluxes: The typical approach used by most DSMC imple-

mentations to introduce simulation particles into the domain at the inlets, is to

use the Accept-Reject (AR) algorithm where a target distribution is simulated

by sampling from uniform distributions and then rejecting a fraction of these
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samples based on appropriate criteria. The rejection rate resulting from such

an algorithm has not been studied. The dependence of this rejection rate on the

nature of the flow problem is also not known. The chances that the fraction of

rejected samples may depend on implementation and algorithm specifics is also

quite high. In simulations where the number of particles required to enter the

flow domain at each time step is considerable, this rejection rate during the AR

algorithm might affect overall performance. A quick search of literature shows

that attempts to investigate this question are not numerous. Lilley et al [120]

have made attempts to address this with some improvement in computational

efficiency for upstream boundaries. The possibility of investigating this ques-

tion certainly has some merit but may not guarantee any significant effect on

performance.

• Scalability: Computational efficiency is definitely a big concern for typical

DSMC implementations. Parallelization can help tackle larger simulation prob-

lems but in the process, increases the challenges involved in developing and tun-

ing efficient implementations. The current implementation (PDSC) has been

shown capable of simulating large flow problems with domains involving O(107)

particles in meshes containing O(105) cells. However crude performance anal-

yses indicate significant room for improvement in performance. As a case in

point, the simulations for the vapor deposition scenarios presented in chapter 8

typically spent about 25-33% of the execution time in inter-processor synchro-

nization and data transfer. As the current implementation uses blocking com-

munication patterns, a sizeable portion of the communication time is spent as

idle processor time. Logging and real-time simulation tracking requirements also

necessitate significant disk I/O. Optimization exercises should ideally involve

rigorous profiling of the code to identify communication-bound and disk-bound

bottlenecks. This is definitely an avenue for future work with a sufficiently

reasonable guarantee of improved performance.
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